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AI technologies have been evolving. How to maintain cluster stability for model 
training has become a challenge. The article, Stability Practices for Large-Scale AI 

Training Clusters, describes in detail how to use AI technologies to address complex 
service problems. It provides capabilities and practical experience for constructing AI 

clusters, including an effective system that enables E2E exception detection, diagnosis, 
and fault self-healing to ensure cloud system stability and reliability. Additionally, this 

article explores various technical methods to address stability issues. Implementing these 
approaches enables enterprises to not only advance intelligent technologies but also propel digital 

transformation. I hope this article will be a valuable resource for enterprises seeking to enhance their 
competitiveness through AI technologies.

Huang 
Qiangyuan
Vice President of Luckin

Digital transformation is progressing in every industry, resulting in increasingly 
complex IT systems. Establishing reliable operational capabilities for IT systems in the 

mist of uncertainty has been a significant challenge in the SRE field.

The special issues of Huawei Cloud Deterministic Operations offer a wealth of experience 
from Huawei Cloud in managing large, complex systems. These issues also incorporate 

insights from O&M experts and exceptional enterprises across different industries. Whether 
seeking theoretical guidance or practical expertise, enterprises will be well-placed to implement 

Deterministic Operations. These issues provide a valuable wealth of O&M knowledge that no IT 
practitioners should overlook. We look forward to working with industry experts to explore a more 

effective approach to Deterministic Operations, safeguarding the digital transformation of enterprises.

Mi Penghui
Director of Huawei GTS 
Delivery Application 
Development & SRE Dept

In a volatile, uncertain, complex, and ambiguous (VUCA) environment, 
characterized by Internet popularization and economic globalization, reliability 

and stability are vital to service quality and have become major challenges facing 
enterprises.

Deterministic Operations provides a range of effective strategies and advanced technologies, 
such as HA architecture design, emergency drills, AIOps, and more to keep services reliable and 

stable in an uncertain environment. This issue presents numerous cases that demonstrate how to 
navigate the uncertain path towards intelligent transformation and create more certainty.

With the power of AI, Deterministic Operations is poised for a brighter future.

Zeng Huashan
O&M director of Zhuhai 
Kingsoft Office Software 
Co., Ltd.



Preface

Gao Jianghai
President of Huawei Public 

Cloud Business Dept

Driving Intelligent Transofrmation with Operations

Cloud computing, enabling universal access to the technologies, has 
become an engine for digital transformation. More and more enterprises 
are moving their core services to the cloud. Huawei public cloud services 
are growing rapidly. However, our customers come from diverse industries 
and vary in their abilities using the cloud. Ensuring secure, stable, high-
quality, and user-friendly cloud services is crucial yet challenging. It places 
strict demands on the cloud infrastructure. We must implement a range 
of effective measures to minimize risk and address any issues that may 
arise. How to effectively manage the cloud and continuously drive service 
development has been a key focus for enterprises.

We prioritize security and trustworthiness, with a focus on stability and 
reliability. We also keep service agility front and center with an eye on 
controlling costs.

Deterministic Operations is the core of Huawei Cloud O&M. We use it to 
ensure design, development, deployment, monitoring, and O&M quality. 
We use it to lower fault rate, to minimize blast radii, and to recover from 
them as quickly as possible based on minimal and grid-based management. 
We use it to help customers transition from traditional O&M to platform-
based O&M from the aspects of processes, awareness, quality culture, 
appraisal, and tools. We have been enhancing our abilities to provide 
greater certainty and meet service level objectives (SLOs) for fast growing 
services.

In September 2023, we officially launched the Deterministic Operations 
Elite Club, a platform for global customers and industry experts to discuss 
new technologies, ideas, and post-migration best practices and innovative 
solutions. We also share insights through special issues, white papers, and 
case studies. Together, we can build a secure, reliable world of Deterministic 
Operations.
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The Development of AIOps and New 
Opportunities

Note: ITOA uses big data analytics alone, while AIOps combines AI and big data. 

AIOps refers to the use of AI, analytics, 
and other technologies to automate IT 
operations. 

The term "AIOps" was coined by Gartner 
in 2016. It was originally used to describe 
an emerging industry where machine 
learning is used to tackle some of the 
challenges in operating ultra-large cloud 

infrastructure. AIOps is closely related to 
IT operations analytics (ITOA).

In practice, AIOps combines big data 
and machine learning to accelerate, 
automate, and simplify all tasks carried 
out to ensure the performance and 
reliability of IT systems. 

What's AIOps

Init iator of the SRE Committee (SRE 
Community), one of the earliest SRE trainer 
in China, GitLab gold medal trainer, SRE 
evangelist.

Liu Feng

Major breakthroughs and rapid advances in next-gen AI technology, such as LLMs and AI foundation models, are driving new 
advances and creating new opportunities in site reliability engineering (SRE) and artificial intelligence for IT operations (AIOps). 
This article explains what AIOps is, how LLMs have developed over time, the synergy between AI and SRE for AIOps, and the 
changes caused by them.

Background

AIOpsBig Data Machine
Leaning
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The OEA loop is a decision-making 
model proposed for AIOps. This model 
represents the closed-loop process of 
interaction between AI systems and their 
environment, and it is often used in the 
context of AI-driven automation and 
decision-making systems.

The following describes each phase of the 
OEA loop: 

1. Observe

During the observation phase, AI systems 
collect data and information from 
their environment. This may involve 
various data sources, sensors, logs, user 
interactions, and other relevant inputs. 
AI systems observe and analyze available 
data to gain insights into the current state 
of the environment and try to detect any 
significant issues. 

2. Engage

Engagement follows observation. During 
the engagement phase, AI systems 
interact with their environment or 
stakeholders based on their analytical 
and decision-making capabilities. They 
can then provide suggestions, generate 
alerts or notifications, or start operations 
tasks according to predefined rules, 
policies, or machine learning models. 

3. Act

During the action phase, actions are 
taken or decisions are made based on the 
insights and recommendations generated 
during the previous phase. AI systems 
take specific actions, execute operations 
tasks, or trigger predefined processes to 
accomplish the intended goals. These 

The Observe, Engage, and Act (OEA) Loop

tasks can range from simple, automated 
tasks to complex workflows consisting 
of multiple steps and multiple rounds of 
interactions. After the action phase, the 
whole loop starts all over again, enabling 
AI systems to continuously adapt to the 
changing environment and improve their 
responses and become more automated.  

The OEA loop is typically used where 
real-time or near-real-time interaction is 
needed, such as in autonomous systems, 
IoT (Internet of Things) applications, 
customer service chatbots, or AIOps 
platforms. It enables AI systems to 
effectively collect and analyze data 
and information, take appropriate 
actions, and support automation and 
intelligent decision-making in a dynamic 
environment.
 
(Source: https://research.aimultiple.com/aiops/)
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Phase 1: Narrow AI Phase 2: Broad AI Phase 3: Artificial General Intelligence

The Three Phases of AI

The Race to Artificial General Intelligence (AGI) Is Accelerating

(Source: East China Branch of China Academy of 
Information and Communications Technology)

(Source: East China Branch of China Academy of Information and Communications Technology)

 » Highly dependent on supervised 
learning algorithms, requiring 
large amounts of manually 
labeled data.

 » Poor generalization 
performance: new models need 
to be developed from scratch for 
new tasks.

 » We know exactly what the AI 
can or cannot do.

 » Smarter than humans, and 
getting smarter

 » Independent, autonomous...

 » Better governance and 
oversight needed

 » Self-supervision: no need for 
supervised learning on labeled 
data.

 » Better generalization: one model 
can be used for multiple tasks.

 » Discriminative AI -> Generative 
assistant

 » LLMs: emergent abilities and 
zero-shot learning

AGIGenerative AI: AI that generates new content based on user inputs

Foundation models: large pre-trained models, with up to trillions of parameters

LLM: large language models, or natural language processing (NLP) models

ChatGPT: a revolutionary chatbot powered by an LLM and 
reinforcement learning from human feedback (RLHF)

...

Generative AI

Embodied AI

Brain-like intelligence
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LLMs and Trends

Large pre-trained models are deep 
learning models that have been pre-
trained on large datasets and can be 
quickly adapted to a wide range of 
downstream tasks. Today, most of 
such models are LLMs. LLMs have the 
following characteristics:

 » Emergent abilities: As the model 
reaches a certain size, the model’s 

performance improves drastically, and 
often unexpectedly, at certain tasks.

 » Large models: The model has at least 
1 billion parameters, and in many 
cases, over 10 billion.

 » General izat ion:  The model  can 
be adapted to a w ide range of 
downstream tasks through prompting 
and fine-tuning.

Based on the trends and development of 
LLMs and related technologies, the SRE 
community proposed an updated OEA 
model: comprehensive observability + 
LLM + OEA, so the industry can make full 
use of new technologies such as LLMs to 
power AIOps.

(Source: East China Branch of China Academy of Information and Communications Technology)

A history of LLMs

Feb 2024
Sora, OpenAl’s 
text-to-video 
model, can 
create highly 
realistic videos 
up to a minute 
long based on 
text prompts.

2005
Traditional 
neural network 
models like 
CNNs are 
popular.

2012 2017 2019 Mar 2022 Nov 2022 May 2023

2013
The launch 
of Word2Vec 
models for NLP

2018
OpenAl 
announces GPT-
1, and Google 
announces 
BERT: large, pre-
trained models 
become the form 
of NLP.

2020
OpenAI 
launches GPT-
3, a 175-billion 
parameter model 
with significantly 
improved 
performance 
through zero-
shot learning.

Aug 2022
Microsoft 
launches BEiT-
3, ushering 
in the era of 
multimodal AI.

Mar 2023

New-generation 
models like 
AlexNet surpass 
traditional 
methods in 
scale and 
performance.

Google proposes 
Transformer, 
the architecture 
used by most of 
today’s LLMs.

Launch of 
ChatGPT pow-
ered by GPT-3.5

Launch of GPT-
4; launch of 
1.8T-parameter 
ERNIE Bot by 
Baidu. R&D in 
LLMs is boom-
ing in China.

OpenAl launches the 
1.5B GPT-2, demon-
strating the strengths 
of Decoder.

Over 79 1-billion 
parameter or 
larger models 
launched in China

Invention of 
the RLHF algo-
rithm
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In the era of LLMs, SRE focuses on AI applications in production environments (Prod) — combining SRE and AI, experimenting and 
verifying machine learning algorithms and LLMs in a range of operations tasks to drive AIOps, and continuously improving the 
reliability of the SRE services.

What’s the state of AIOps today?

AIOps refers to the use of analytics, 
machine learning and deep learning 
algorithms, and other AI technologies to 
enhance and automate various aspects of 
IT operations. Data determines the upper 
limit of a model’s performance, while 
algorithms and techniques are just the 
technical means we use to get near to this 
upper limit. This is why data governance 
is so important for AI applications.

AIGC has seen widespread adoption over 
the past couple of years, transforming our 
daily lives and work. Today, some LLM-
powered AI tools are capable of a certain 
amount of logical reasoning.

Despite rapid progresses, today the 
mainstream AIGC models are generally 
considered unreliable due to their 
probabilistic nature. In many cases, they 
face problems such as hallucinations and 
the uncertainty of results, particularly 

when they are used to perform tasks 
bound by specific predefined rules.

What does AIGC mean for AIOps?

In what way will AIGC benefit AIOps? 
AIGC models offer general knowledge 
and logical reasoning capabilities. In the 
past, fault analysis heavily depended 
on data correlations, which were used 
to predict outages.  AIGC not only 
collects these hidden correlations, but 
also combines white box information 
(for example, known code and service 
characteristics) to discover hidden issues 
in a wider range. This way, AIGC helps us 
quickly build an AIOps system.

We are already seeing AIGC boost 
productivity in some sub-domains, with 
immensely more use cases remaining 
to be explored. The former, such as 
code generation, image generation, 
and intelligent customer service with 
chatbots,  already has some deterministic 

SRE + AIGC for AIOps

Discussions on AIOps in the SRE Community

quality. For the latter, examples include 
multi-AI collaboration and personalized 
partners/assistants.

In the meantime, AIGC has helped with 
many breakthroughs and innovations 
in real-world applications. They include, 
but are not limited to, automated root 
cause analysis, automated generation 
of knowledge bases and handl ing 
suggestions, and automated fix execution 
in ITOps. In addition, it helps R&D 
engineers write code and implement 
software projects ,  develop test ing 
solutions and cases, and more.

For AIOps, current LLMs are generative 
models that are based probabilistic 
models.  This means that they wil l 
generate new things when making 
predictions or giving suggestions. For 
example, they are likely to expand 
existing failure types and show possible 
abnormal metrics and other anomalies. 
When using AIGC to generate documents 

Intelligence led by SRE (AI, Shift Left)

SRE-led service automation and intelligence

RunPref Test Check MonitorsRunSecurity TestDeploy CodeCreate Pre-Prod

Build RunUnit Test Code Analysis Create Test Env Deploy Code Load Test Data Run TestCommit ID:

Committer. jdoe

Prod deployCreate Prod Run Tests Run NFT's Check Monitors Failure Tests AI + AIGC
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or solutions, it is important to note that 
the generated content is likely to contain 
a lot of useful information, as well as 
redundant or even incorrect information. 
This is why human engineers need to 
filter the information, rather than using it 
directly.

What Is the Impact of AIGC on 
ITOps or R&D for ITOps?

There are two main potential impacts of 
AIGC on ITOps or R&D for ITOps. One 
is the refactoring of existing processes. 
In this case, models like CodeLlama and 
StarCoder can be used to help with code 
generation, and models can be fine-tuned 
to enable automatic test case writing, 
vulnerability discovery, and enriching 
of submitted information. The other 

potential impact is more significant. 
Th rough  the  u se  o f  mu l t i - agen t 
collaboration in software engineering, 
models like ChatDev and Autogen can 
enable all-AI software engineering. The 
results so far are not yet ideal in complex 
scenarios, but the potential is immense.

For simpler tasks, such as disk alarms 
or disk write failures, AIGC can boost 
productivity significantly. In practice, it is 
necessary to understand the limits of the 
capabilities of LLMs, so we can objectively 
evaluate their application potential in 
different scenarios.

AIGC can undoubtedly be used for code 
generation in general domains. Other 
more specific examples include testing 
code generation, code expansion (e.g., for 

game developers), code summarization, 
invalid code check, and code consistency 
check.

We have faith that AIGC will deliver 
good results if used in R&D for ITOps. In 
other more general tasks, such as helping 
people create documents or providing 
enterprise knowledge bases, the results of 
LLMs have already been proven beyond 
doubt.

References:
1. What is AIOps, Top 3 Use Cases & Best 
Tools? in 2024 ; Written by Cem Dilmegani
https://research.aimultiple.com/aiops/
2. Information collected by the East China 
Branch of China Academy of Information and 
Communications Technology (CAICT)
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Experimenting LLMs and Multi-Agent
in IT Operations

The launch of ChatGPT has been hailed 
as the “iPhone Moment” of AI. Over the 
past couple of years, LLMs have been 
impacting a wide range of areas, such as 
office collaboration, finance, advertising, 
and marketing. They are also offering new 
ideas to tackle the long-standing challenges 
in IT operations. Our research has found 
that LLMs are creating new opportunities 
for AIOps. Cloud vendors are using LLMs 
to locate the root causes of outages 
and incidents and generate mitigation 
suggestions. Nearly 70% of the operations 
team are satisfied with the results generated 
by LLMs. We believe AIOps now faces the 
following challenges:

Challenge 1: Quick acquisition of massive 
amounts of knowledge, AI-assisted 
diagnosis and failure analysis

With the fast-growing popularity of LLMs 
and the generative AI applications powered 
by them, many ITOps professionals are 
exploring how to leverage LLMs to facilitate 
daily operations. This includes using LLMs 
to access operations knowledge, analyze 
failures, and suggest possible fixes or 
remediations. The key strength of our 
proposed AIOps solution is its ability to 
combine the extensive general knowledge 
built into LLMs with specialized IT 
operations expertise, and on the basis of 

Huawei Cloud AI expert, PhD in Statistics 
from Utah State University, research direc-
tions: AI for Data, AI for BI, AIOps, and time 
series analysis; extensive experience oper-
ationalizing AI through enterprise applica-
tions, covering marketing, sales, services, 
supply, procurement, production, and R&D; 
supported multiple business application 
+ AI projects at Huawei, and led teams to 
successfully tackle 5+ major technical chal-
lenges; and took a major role in launching 
multiple AI services.

Zhang Xi

This article starts by discussing the challenges faced by AIOps and goes on to introduce some practices in utilizing AIGC to 
enhance AIOps. It proposes an LLM-centric AIOps solution powered by multi-agent collaboration. It also offers some thoughts on 
the next-generation AIOps.

Abstract
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this, the ability to give accurate diagnosis 
and recommend plausible solutions or 
handling suggestions. 

Challenge 2: Fast and accurate anomaly 
detection based on multimodal data

The ITOps domain has many profit and 
loss (P&L) data sources and various data 
types (or data modalities), such as metrics, 
logs, and traces (call chain). Metrics are 
time series data that shows service status 
and machine performance. Logs are 
unstructured text printed by programs or 
output of executed code. A trace is a call 
chain that shows the calling relationships 
between services in the process of executing 
a request. Such multimodal operations data 
can give you a comprehensive view of the 

system status, but the key is finding the best 
algorithms for different types of data, so 
that accurate fault diagnosis can be made.  

Challenge 3: Quick root cause analysis 
based on complex operational data from 
various sources

Multimodal operations data can provide 
comprehensive information about the 
system, but it may be more difficult to 
decipher than single-modal data. Another 
important capability enabled by our 
solution is the ability to efficiently and 
accurately analyze alarm details contained 
in logs, metrics, and traces. It generates a 
real-time topology based on system traces, 
and identifies the root of a problem by 

excluding nodes that are just in the fault 
propagation path.

In reality, when and what types of failures 
will occur in an IT system are hard to predict. 
Most of the time we can only make an 
educated guess based on our experience 
and the symptoms we observe. By training 
an LLM on ITOps-specific knowledge using 
a few-shot learning method, you get a 
fine-tuned model that can offer more 
accurate fault diagnosis and classification 
suggestions. A model like this can help the 
operations team locate the root cause.

To address these challenges, we propose the 
solution illustrated below.

We propose an AIOps solution that is LLM-centric and leverages multi-agent collaboration for autonomous decision-making and 
automated recovery. Figure 1 shows the architecture of this solution. With this solution, we emphasize three key technologies. 

Solution Details

Figure 1: An AIOps solution powered by LLMs and multi-agent collaboration, capable of autonomous decision-making and automated recovery

Operations dashboardUser devices System operations portal

Logs Metrics Traces Service deployment 
architecture Historical alarms

Multi-agent orchestration and scheduling engine Automated ITOps tools

Understanding alarms in seconds AI-assisted diagnosis Fix recommendation Report and case generation

Adaptive parameter tuning

Log
foundation model

Metric (TC)
foundation model

Trace
foundation model

Dynamic topology
generation

FMEA
knowledge base

User frontend

Data

Automatic fault 
diagnosis
LLMs for ITOps

Foundation 
models
Multimodal 
operations data

LLMs for ITOpsAnomaly detection agent RCA agent

Log Alert Metric Alert Trace Alert Knowledge graph-based RCA

Fault classification agent Fault analysis agent

High-quality ITOps datasets

1

1

222

3

Model orchestration
Autonomous 
decision-making
Automatic recovery



09

Frontier Views

Key technology 1: An LLM that embeds IT 
operations knowledge and experience

 » Develop a high-quality dataset for the 
ITOps domain that includes failure and 
alarm information extracted from past 
incidents as well as information about 
failure and outage patterns. Then give the 
LLM the ability to diagnose and locate IT 
failures by fine-tuning it on this dataset or 
by connecting to an ITOps knowledge base.

 » Use a master agent to coordinate multiple 
sub-domain agents, each of which is 
developed for a specialized task. This 
improves efficiency thanks to smooth 
collaboration between these agents. 

Key te chno logy 2 :  More power fu l 
foundation models for anomaly detection 
based on multimodal data

 » Aggregate hundreds of metrics calculated 
at different granularities and temporal 
intervals by applying a dimensionality 
reduction algorithm, thus accelerating 
anomaly detection. Once an anomaly is 
detected, analyze the most relevant metrics 
in detail.

 » Parse semi-structured and unstructured 
logs in a targeted manner. For the semi-
structured logs, focus on information 
extraction using templates, and then use 
uADR or sADR for anomaly detection. 
For unstructured logs, focus on semantic 
understanding and use a pre-trained Biglog 
model with Deep SVDD+SAD for anomaly 
detection. 

 » For structured trace data, extract call 
relationships and define key nodes; 
effectively identify abnormal nodes by 
converting time series data; and predict 
possible root causes and fault propagation 
directions based on topological relationship 
analysis.

Key technology 3: Root cause analysis based 
on a knowledge graph

 » Use the Density-Based Spatial Clustering 
of Applications with Noise (DBSCAN) 
algorithm to cluster data by time and 
identify anomaly events.

 » Generate real-time topology views based 
on real-time traces.

 » Analyze the fault propagation path with 
the help of a Failure Mode and Effects 
Analysis (FMEA) knowledge base.

We have built three anomaly detection models 
for different data sources: logs, metrics, and 
traces. When the system receives an anomaly, 
it notifies the LLM-powered master agent. The 
master agent makes decisions on anomaly 
handling and coordinates multiple sub-domain 
agents, which then collaborate together to 
diagnose the anomaly autonomously and 
jointly. Operational efficiency is improved 
through multi-task orchestration.

The first model is a metric anomaly detection 
model. We group operations data collected 
from different objects at different temporal 
intervals, and then extract differential features 
in different time windows based on changing 
metric curves. Then, we aggregate metrics 
across different periods and use multiple 
anomaly detectors to perform anomaly 
detection and temporal clustering. Once an 
anomaly is detected, the master agent is 
notified, which then instructs task-specific 
agents for specific actions. For example, upon 
receiving detailed instructions from the master 
agent, the detection agent calls multiple 
anomaly detectors to perform detailed 
anomaly detection.

Metric anomaly detection

Group by sampling frequency1 Extract metric change features2 Time series fusion of same-type metrics3

Sampling frequency 1

Sampling frequency 2

Sampling frequency 3
…

4 Anomaly detection and time series clustering

Fusion curves

Multiple anomaly detectors

Anomaly detection

Time series clustering of anomaly timestamps by DBSCAN

Time series clustering of individual fusion metrics by DBSCAN

5 Detect Agent

All relevant metrics of 
the failure node

and change curves

Abnormal metrics

Multiple anomaly 
detectors

Original metric curves

Metric standardization

Absolute value of window 
differences

Metric change curves

Metric 
change
curves

Fusion 
curves

Discover
changes

Aggregate all
data points

Decision-making 
by LLM

Master Agent

Figure 2 Multimodal anomaly detection - metric anomaly detection model
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Time series anomaly detector

Time series clustering

Knowledge-based
false positive 
elimination

1. Topology creation

3. Anomaly detection algorithm

2. Time series creation

Node time series Anomaly records

Anomaly events Abnormal records 
after filtering

Actual time consumed 
by each node

Time consumed by 
the current node

Total time consumed 
by subnodes

For each 2-tuple
(cmdb_id, kind)

Timestamp: 
RealDuration

TraceId

e4670ad5630a1096874ffff6efaa6c28

76b0f51edd1753898209a29920a75062

76b0f51edd1753898209a29920a75062

cmdb_id

Weblogic_10

Weblogic_11

Weblogic_16

ParentSpan

Weblogic_27

Weblogic_19

-

...

...

...

...

The second is a log anomaly detection 
model. Logs are sorted into two main 
categories:  Redis GC and Access. For 
Redis GC logs, a structure classification 
mode l  i s  u sed  to  check  whethe r 
semantic information is required. If such 
information is required, a pre-trained 
LLM tailored to the ITOps domain, such 
as Biglog, is used. Then, Deep SVDD 
is used for semi-supervised anomaly 

Figure 3 Multimodal anomaly detection - log anomaly detection model

Figure 4 Multimodal anomaly detection - trace anomaly detection model

Failure timestamps + Key text of anomaly logs

Failure timestamps + status code info

Redis
GC

Data classification 
model

Don't need
semantic information

Need
semantic 

information

DRAIN
sADR

Semi-supervised 
anomaly detection

Pre-trained model
Biglog, etc.

Deep SVDD
Semi-supervised 

anomaly detection

Time series 
clustering

Access

Log

Structure 
conversion

Time-series 
anomaly detection

Time series 
clustering

detection. For the part that does not 
require semantic information, the DRAIN 
algorithm is used for template-based 
information extraction. Then, sADR is 
used to perform semi-supervised anomaly 
detection on the remaining part. Finally, 
temporal clustering is performed to 
output the fault occurrence time and 
key log text that records the anomaly. 
For Access logs, the time sequence is 

extracted from structured data. After 
temporal clustering, the fault occurrence 
time and status codes are generated. 

For traces, the output consists of two 
parts: one is a real-time topology view 
generated based on the traces, which is 
important input for root cause analysis; 
the other is the call chain time sequence 
information, which is useful for anomaly 
detection.

 » Full coverage of log types: automatic identification of log structures; adaptive time sequence matching for structured, semi-
structured, as well as unstructured logs; semi-supervised anomaly detection based on a log parsing and extraction template; and 
a semi-supervised anomaly detection algorithm based on a pre-trained Biglog model and semantic understanding.

 » Efficient real-time detection based on real-time log streams and real-time model update.

 » Efficient: Trace data is converted into time series data. 
A lightweight solution consisting of a set of time series 
anomaly detection algorithms and variable parameters 
can identify any anomalies within seconds. 

 » Real-time: Real-time topological relationship analysis 
helps identify possible root cause nodes and fault 
propagation paths.
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Against  the backdrop of  the fast 
evolution of LLM and foundation model 
technologies, from zero-shot to one-
shot, to few-shot, from chain of thought 
to tree of thought and on to graph of 
thought, from single-agent to multi-
agent collaboration, multi-agent systems 
are driving new capabilities for LLMs, 
but they also present new technical 
challenges. Recent examples show that a 
multi-agent architecture, in the absence 

Single-agent augmentation
zero-shot → one-shot → few-shot

Chain of Thought → Tree of Thought → Graph of Thought
 ReAct → Self-ask → Plan-and-execute

Multi-agent collaboration

SRE War Room

Agent organization structure

SRE War Room

6W2H KPI tree PDCA Efficient meeting 
management methods

Round 1

Master Agent

Round 2 Round 3
Goal

Master Agent

Detect Agent Detect Agent

CPU Agent

Master Agent
Agent scheduling

Collaborative 
decision-making

Fe
ed

ba
ck

Action

Evaluation & 
feedback

Output

Master Agent

Detect Agent

CPU Agent Disk Agent DAG Agent Redis Agent Algo Agent QA Agent GDB Agent... ... ...

RCA Agent RAG AgentClassify Agent

Figure 5 Multi-agent collaboration framework: efficient collaborative diagnosis by agents managed using a typical enterprise 
organization structure

of proper organization management and 
collaboration mechanisms, performs even 
poorer than a single-agent architecture. 
We believe that in our quest for AGI and 
better LLMs, agents need to be treated 
as if they are real humans instead of 
tools. By this, we mean we need to use 
a more human-like approach to manage 
the organization and collaboration of 
agents in multi-agent scenarios. We hope 
to develop a multi-agent collaboration 

framework akin to our modern enterprise 
organization management systems. For 
example, we can use a KPI tree to break 
down tasks; use a Plan–Do–Check–
Act (PDCA) cycle to improve the work 
efficiency of agents; and use an enterprise 
meeting management system to properly 
organize the entry and exit of agents in 
a War Room scenario. All these help to 
improve the efficiency of multi-agent 
collaboration. 
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Knowledge graph
Trace topology

Fault classification agentFault analysis agentExecute the recommended fix or 
diagnose further.Call ITOps tools

Anomaly detected!

Anomaly alert:
Time: 2023-09-20 
06:05; anomaly 
detected on nodes 
Weblogic_16 eth0=\ 
and eth0= vda, and 
on Weblogic_17 
eth0=\ and eth0= 
vda.

Decision-making by Master Agent

Master agent: Check Weblogic_16 and 
Weblogic_17.
Instruct the Detect agent to run a detailed 
check.
Instruct the RCA node to locate the root 
cause based on the detailed check result.
Instruct the fault analysis agent to return a 
fault analysis report.

RCA Agent

The RCA agent performs 
root cause analysis.
Analyzing...
Root cause: Weblogic_16 
eth0=vda

Detect Agent
The Detect agent checks disks...A failure is detected, 
with a high severity level. The failure is prioritized. 
There is no need to check CPUs or memory. 
Generating detailed check result:
Node: Weblogic_16 eth0=\, abnormal metric: 
['system.cpu.i_dle'], severity: 0.849; anomaly start time: 
2023/9/20 6:05
Node: Weblogic_16 eth0=vda, abnormal metrics: 
['system.io.avg_q_sz', 'system.io.avg_rq_sz', 
'system.io.await', 'system.io.r_await', 'system.io.r_s', 
'system.io.util', 'system.io.w_await', 'system.io.w_s', 
'system.io.wkb_s'], severity: 1.049, anomaly start time: 
2023/9/20 6:05
Node: Weblogic_17 eth0=\ ['system.cpu.i_dle', 
'system.cpu.pct_usage', 'system.load.1', 
'system.load.15', 'system.load.5',

Fault classification agent: Root node of the 
anomaly: Weblogic_16 eth0=\, abnormal 
metric: ['system.cpu.i_dle'], severity: 0.849, 
anomaly start time: 2023/9/20 6:05.
Node: Weblogic_16 eth0=vda 
['system.io.avg_q_sz', 'system.io.avg_rq_sz', 
'system.io.await', 'system.io.r_await', 
'system.io.r_s', 'system.io.util', 
'system.io.w_await', 'system.io.w_s', 
'system.io.wkb_s']
Analyzing anomaly type...
Output: The anomaly is a disk failure.

ITOps knowledge base

ITOps knowledge base

Provide blast radius,
supporting quick recovery

Start detailed check

Check GC logs...

Output abnormal disk 
metrics

Output abnormal 
network metricsCheck CPU and memory

Highly abnormal disk metrics Highly abnormal 
network metrics

No abnormal disk metrics
or too minor

No abnormal network metrics
or too minor

Disk metric check Network metric check

Figure 6 Fault diagnosis through multi-agent collaboration

Here, we use a flowchart to describe 
how multiple agents collaborate. At 
some point, the system detects that 
Weblogic_16 and Weblogic_17 are 
abnormal. Upon being notified of this 
anomaly, the master agent obtains the 
two nodes from the enterprise knowledge 
base and instructs the anomaly detection 
agent, root cause analysis agent, and 
fault analysis agent to get to work. The 

anomaly detection agent first performs a 
disk check based on the fault knowledge 
tree, and detects highly abnormal disk 
metrics. It then concludes that CPU check 
should be skipped and a high priority 
is assigned to disk check. The detection 
agent outputs all abnormal metrics, 
anomaly occurrence time, and the degree 
of abnormality of the two nodes. Based 
on the output of the anomaly detection 

agent, the root cause analysis agent 
identifies Weblogic_16 as the root cause 
node. The fault classification agent 
determines that a disk fault occurred 
based on the root cause node and 
abnormal metrics. The fault analysis 
agent provides a detailed fault analysis 
report, including a description of the blast 
radius and rectification suggestions. 
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Finally, our solution proposes a multi-
agent collaboration framework that 
imitates the typical structure of an 
SRE organization. Multiple agents can 
collaborate together to handle complex 
operations tasks both autonomously 
and efficiently. Multi-agent collaboration 
covers the operations process from end 
to end: anomaly detection -> root cause 

analysis -> fault classification -> fault 
analysis -> fix recommendation. We also 
offer three different models for anomaly 
detection on multimodal data, including 
traces, metrics, and logs. The models are 
easy to deploy and are ready out-of-the-
box. The framework and algorithms do 
not rely on specific application scenarios, 
so they have a remarkable ability to 

generalize across a range of different tasks. 
The diagnosis reports provide explainable 
blast radiuses of failures, providing an 
important reference for fast fault recovery 
in production systems. The modules are 
loosely coupled and able to plug-and-
play, making it possible to quickly respond 
to emergent, unpredictable requirements 
during faulty recovery. 

Strengths of the Proposed Solution: Innovative, General, and Practical

Innovative
Automating complex operations tasks

through multi-agent collaboration

General
Addressing common challenges

facing ITOps

Practical
Fault recovery prioritized

Loose coupling of modules

 » The multi-agent collaboration 
framework draws on modern enterprise 
organization and management 
methods, making it possible to 
perform complex operations tasks 
autonomously and efficiently.

 » Multi-agent collaboration covers the 
operations process from end to end: 
anomaly detection -> root cause 
analysis -> fault classification -> fault 
analysis -> fix recommendation.

 » We offer three different models for 
anomaly detection on multimodal 
data: traces, metrics, and logs. 
These models are easy to deploy 
and ready out-of-the-box.

 » The framework and algorithms 
do not rely on specific application 
scenarios, so they have a 
remarkable ability to generalize 
across a range of different tasks.

 » The diagnosis reports provide 
explainable blast radiuses of 
failures, providing an important 
reference for fast fault recovery in 
production systems.

 » Different modules are loosely 
coupled and able to plug-and-
play, making it possible to 
quickly respond to emergent, 
unpredictable requirements 
during faulty recovery.
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Empowering Industries with 
Professional Services for Huawei 

Pangu Models
Professional services for Pangu models

Consulting service on industrial AI | AI enablement, optimization, and improvement | Industry AI 
competitions and training service | Huawei Cloud AI training service

Core competitive strengths
High-quality data | Rich selection of industry-specific models | Easy-to-use tools | Security and compliance
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Bailian Group has moved service middle-ends of all channels to the cloud. It was a challenging process that involves various 
services, complex architecture, and the intricacies of cloud migration. To ensure a smooth transition, various effective measures, 
including a pilot project, traffic switchover with grayscale deployment, testing, and drills, were implemented. New digital 
systems powered by cloud computing technologies are ready to create a brighter future for retail.

Abstract

Building a Retail System on the Cloud
– Bailian Group Moved Service Middle-Ends to the Cloud

Bailian Group was founded in April 2003 through the merger of Shanghai 100 (Group) Co., 
Ltd., Hualian (Group) Co., Ltd., Shanghai Friendship (Group) Co., Ltd., and Shanghai Materials 
(Group) Head Office. Bailian was initially base out of Shanghai and later expanded into the 
Yangtze River Delta region. It has now established a nationwide presence, operating a diverse 
range of retail establishments, including department stores, shopping centers, large stores, 
standard supermarkets, convenience stores, and specialized stores. These stores cater to 
various sectors, such as car trade, e-commerce, warehousing and logistics, consumer services, 
electronic information, and more. By the end of 2023, Bailian had established about 4,700 
retail outlets across China. The Yangtze River Delta region accounted for over 80% of these 
outlets, while Shanghai alone accounted for approximately 50%. The number and total area 
of   department stores, shopping malls, outlet stores, and number of supermarkets all rank first 

Deputy general manager of Bai l ian 
Omni-channel E-commerce Co., Ltd. He 
oversees O&M, ensures data security, and 
manages IT service desks.

Wang Shanliang

Digital Transformation of Bailian Group
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Bailian Group has diverse and intricate service 
architecture. The iBailian middle-ends consist 
of both group-level functions like memberships, 
payments ,  and promot ions ,  as wel l  as 
specialized services for subsidiary companies. 
For example, it handles customer attraction for 
Bailian Co., Ltd. and home delivery services for 
Lianhua Supermarket and First Pharmaceutical 
Co., Ltd. Moreover, the platform also interacts 
with systems from various external partners.

Bailian Group faced challenges in three main 
areas during cloud migration: diverse group 
services, a complex architecture, and the 
intricacies of the migration process.

 » Service challenges: The migration involves 
various branches such as department stores, 
shopping malls, supermarkets, logistics, 

Challenge Analysis for Cloud Migration

and pharmacies. Some faults could have 
significant economic and social impacts on 
people's lives.

 » Technical challenges: Complex call chains 
between microservices make it difficult to 
implement multiple switchovers. They can 
also result in long periods of downtime 
during a one-time switchover. iBailian 
service middle-ends involve more than 
4,000 operating systems, 100 databases, 70 
middleware resources, 600 microservices, 
1,300 scheduled tasks, and 2,000 internal 
domain names. The workload of cloud 
migrat ion, inc luding adaptat ion and 
reconstruction tasks, is immense.

 » Management chal lenges :  The c loud 
migration involved 9 subsidiary companies, 

more than 10 level-1 departments, and 
near ly 300 third-par t y par tners . The 
coordination and communication are quite 
challenging. It is particularly difficult to 
determine a unified downtime window that 
could minimize possible impacts. The cloud 
migration process involves adapting and 
reconstructing cloud systems, automating 
and reconstructing the O&M platform, 
designing downgrade solutions, conducting 
downgrade dr i l l s ,  per forming c loud 
migration drills, and carrying out cloud 
verification. More than 120 formal meetings 
were held before the cloud migration 
solution was finalized, and nearly 200+ 
people were on site for assurance at the 
night of the cloud migration.

in Shanghai. Additionally, Qingpu Outlet has consistently held the top position in national sales for many years. In 2015, Bailian Group launched 
Bailian Omni-Channel E-Commerce Co., Ltd. with the aim of advancing the group's e-commerce initiatives. This subsidiary focuses on two key 
areas: e-commerce development and the transformation of traditional services.

On May 19, 2016, the iBailian platform was officially launched. This platform simplifies the membership and bonus points system across all 
their branches. Customers can use the same membership card for all stores. Since its launch, the iBailian platform has evolved from digitizing 
stores and establishing electronic business platforms to a series of digital transformation projects at the group level. By August 16, 2024, all 
iBailian service middle-ends had been moved to the cloud.

Cloud migration is a significant part of the "1+2+N" digital transformation strategy of Bailian Group. A successful migration sets a strong 
groundwork for future cloud-based innovations, ultimately leading to Bailian's achievement of digital and intelligent transformation.

• The migration involves various 
branches such as department stores, 
shopping malls, supermarkets, 
logistics, and pharmacies. Some faults 
could have significant economic and 
social impacts on people's lives.

• Complex call chains between services 
increased the risk associated with both 
multiple switchovers and one-time 
switchover.

• Immense adaptation and 
reconstruction workload

• It was difficult to determine a 
downtime window when various 
business types and multiple suppliers 
were involved.

• Heavy coordination across 
departments

Complex Business Complex Technologies Challenging Management

Complex reconstruction and cloud 
migrationMultiple third-party platforms

Various business types

9+ subsidiary companies

Numerous microservices

600+ microservices

1,300+ jobs

2,000+ internal domain names

4,000+ test cases

Difficult personnel and project 
management

1,000+ project tasks

120+ formal meetings

200+ personnel for assurance during the 

switchover

5 times of drills200+ runbook tasks
Multiple platforms from 300 third-party 

suppliers

All channels covered

Membership center

Payment center

Points center

...

20+ parking lots

4,000 physical stores

...

Online Offline Numerous IT resources

4,000 operating systems

100 databases

XX middleware resources
9+ subsidiary companies

10+ level-1 departments

300+ third party suppliers

Multiple departments
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After thoroughly analyzing the challenges 
of cloud migration, the Bailian team 
worked with the Huawei Cloud team to 
design a three-step solution. This solution 
includes a pilot project, traffic switchover 
with grayscale deployment, and testing 
and drills.

Pilot Project 

Given the complex systems involved and 
the size of the potential great impacts, 
we designed a pilot project to validate 
the feasibility of the migration process 

Three-Step Solution

and solution. This allowed us to identify 
any issues or risks and ensure a smooth 
migration.
The pilot project helped:
 » Verify the cloud migration solution.
 » Improve team collaboration.
 » Identify migration risks.
 » Offer hands-on experience.

The multiple small-scale attempts, 
summary, and optimization established 
a strong basis for a successful cloud 
migration. 

Traffic Switchover with Grayscale 
Deployment

After the cloud environment was set 
up, we enabled applications to access 
the databases in the original equipment 
room. In addition, we redirected a small 
portion of the traffic to the Huawei Cloud 
production environment to validate the 
deployment from the network layer to the 
application layer. The application layer 
was gradually migrated. After confirming 
that there were no issues, we switched 
all the application layer and data layer to 
Huawei Cloud.

Assurance Research

Design

Deployment

Migration

Verification

Switchover

Pilot Project

• Solution validation
• Team collaboration 

improvement
• Risk identification
• Hands-on experience

Confirming objectives

• Relatively independent 
applications with only a few 
dependencies

• Non-core services with 
minimized impacts

• The pilot project could 
validate a solution or 
demonstrate the advantages 
of cloud migration.

Selecting applications

• Problem identification
• Impact analysis
• Improvement measures
• Experience summary

Executing the migration 
process

Summarize the 
pilot project1 2 3 4

Pilot Project Examples

Objective Description

Solution validation

Switch plan
Nginx traffic switchover with grayscale deployment (1%, 10%, 50%)
Cloud-based middleware and database access
Web Application Firewall (WAF) traffic switchover

Automatic deployment CMDB-based, automatic application deployment

Test plan Gray environment access through internal Wi-Fi

Team collaboration 
improvement

Communication methods Six communication methods

Operational regulations Switchover, reporting, review, and decision-making regulations

Risk identification
Cloud-based access latency

The impact of latency in cloud-based access on user experience during the 
traffic switchover

Whitelisted IP addresses The impact of IP address changes on business and third-party services

Hands-on experience

Migration tools MongoDB and MySQL migration using Data Replication Service (DRS)

Cloud service integration
Application adaptation and reconstruction for accessing Object Storage 
Service (OBS)
CMDB integration with Huawei Cloud
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Testing and Drill Solution

The cloud migration involves many steps, 
including function testing, performance 
testing, and switchover drills. To simulate 
the cloud migration, a drill environment 
was established to clone the production 
environment using Huawei Cloud best 
practices.

The drill environment was set up to:

 » Verify the steps, scripts, and automatic 
system release to ensure a smooth setup 
of the production environment.

 » Conduct cloud migration drills.

 » Perform pressure testing to identify risks.

The drills helped:

 » Familiarize the team with the cloud 
migration process and minimize the 
downtime.

 » Ensure effective teamwork.

 » Optimize the runbook to ensure it is 
accurate and comprehensive. Some steps 
were automated using scripts and tools 
to improve operational accuracy and 
efficiency.

 » Identify problems to reduce risks on the 
night of the switchover.

 » Improve technologies and capabilities to 
efficiently address problems.

Minimize problems and reduce the time of 
cloud migration to six hours through four 
rounds of drill-based verification and one 
rollback

Given the intricacy of the cloud migration 
project, we created a checklist and runbook 
following Huawei Cloud's best practices. 
The checklist guaranteed that all necessary 

Function tests
The access layer and application layer are set up on the Huawei 
Cloud production VPC to access the IDC production data layer.

Performance tests
1:1 production environment simulation

Switchovers
From the source end to the target
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preparations were done prior to the 
switchover. The runbook ensured that the 
on-site team of over 200 individuals could 
smoothly carry out operations according to 
the agreed-upon steps during the switch. 
The runbook provided clear details for each 

operation, including the operator, confirmer, 
command script, estimated duration, serial/
parallel indication, and rollback decision 
point. The checklist encompassed 67 
checkpoints, with over 300 executed during 
the five drills. The official runbook includes 

236 tasks, and over 1,000 tasks were 
executed during the drills.

The sufficient preparation accelerated the 
cloud migration and helped ensure system 
stability after the migration.

There are six key factors that contribute 
to the successful migration of large-scale, 
complex service systems to the cloud:

 » Clear strategic objectives for decision-
making and resource allocat ion. 
Huawei Cloud consulting services 
supported Bailian in creating a cloud 
t rans format ion b luepr int and a 
strategic plan that included three steps: 
establishing a foundation, developing 
capabilities, and consolidating and 
optimizing.

 » Mature methodology. The Huawei 
Cloud migration methodology served 
as a framework to ensure a smooth 
and organized cloud migration.

 » A holistic perspective from day one. 
Cloud migration requires a holistic 

Summary of Experience and Value

perspective in the early stages. Being 
prepared guarantees success, while 
inadequate readiness leads to failure. At 
the early stages of the project, the project 
team had started to design milestones for 
the entire cloud migration. This allowed 
them to determine the time line and 
necessary tasks, while also providing a 
comprehensive overview of the project 
delivery.

 » Robust organizational support. As 
a highly significant project for the 
Bailian Group, we received extensive 
backing from leaders at the group 
level, as well as from various business 
branches , subsidiar y companies , 
and colleagues across departments. 
Clear roles and responsibilities were 
established among the project teams.

 » Streamlined team collaboration 
was achieved through ef fec t ive 
communication, coordination, and 
decision-making. The project teams 
of Huawei Cloud and Bailian Group 
approached the project in a serious 
and rigorous manner. We established 
open communicat ion channe l s , 
followed up on work breakdown 
structures (WBS), and fostered a 
culture that encourages cr i t ical 
thinking and proposing solutions.

 » A comprehensive solution. To ensure 
that the solution could be carried 
out smoothly, we employed several 
measures, such as breaking down 
tasks, prioritizing solutions, iterating 
through a pilot project, conducting 
drills, reviewing and summarizing, and 
gaining valuable experience.

Check Points Runbook Design

Have the adaptation and reconstruction 
been completed?

Have the commands and operation objects 
been clearly defined for each step?

Have service suspension announcements 
and notices been sent out? Rollback decision-making points and steps

Has the data to be migrated been 
synchronized as required?

Has each step has been marked with a sign 
to indicate if they should be executed in a 

serial or parallel manner?

Have all operational documentations and 
scripts been prepared and verified?

Is the execution schedule precise to the 
minute?

Whether operational personnel have been 
authorized Operational and confirmation personnel

Checklist Runbook
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This cloud migration has delivered three 
benefits:
 » DR became easier with VPC peering 
connecting multiple equipment rooms

 » System availability improved with 
applications deployed in multiple 
equipment rooms. Systems can be 
protected from equipment room 
faults caused by natural disasters 

and unforeseen circumstances. Prior 
to migrating to the cloud, cross-
region disaster recovery (DR) was 
implemented for databases, but high 
availability was not achieved for the 
applications. Migrating to the cloud, 
however, with databases deployed in 
two equipment rooms, resolved this 
problem.

 » Faster service innovation was enabled. 
Mature PaaS products combined with 
faster resource request and deployment 
improved rollout efficiency and drove 
service innovation.

Easier DR Higher System 
Availability Faster Service Innovation

 » No equipment rooms or private 
lines are required. A high-speed 
free intranet links AZs in the 
same city.

 » No extra DR configuration 
required. Cloud services, such 
as Relational Database Service 
(RDS), Object Storage Service 
(OBS), Distributed Cache Service 
(DCS), and Elastic Load Balance 
(ELB) all support DR.

 » DR construction became easier.

 » Instead of having a single 
Internet data center (IDC), 
Bailian now has multiple 
equipment rooms spread 
across different Availability 
Zones (AZs) in the same city. 
This significantly enhanced the 
overall availability.

 » Unexpected downtime was 
minimized.

 » New technologies, such as SaaS, 
APIs, and SDKs, has accelerated 
service innovation.

 » Global cloud infrastructure 
allows for rapid deployment and 
rollouts close to customers.

 » New features can be launched to 
the market and deployed faster.
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Constructing a Data-driven Virtuous Cycle 
for IT O&M
–Methods and Practices of Data-driven O&M

In recent years, the industry has placed significant emphasis on data-driven O&M. However, there is still a need to understand 
how data actually influences O&M, the methods involved, and how to effectively implement data-driven O&M. Currently, there 
is a lack of established solutions in this area.   The methodology for data-driven operations (DDOps) is presented in this article. 
We have created a data-driven virtuous cycle for O&M, offering customers a comprehensive solution that combines theoretical 
guidance, strategies, and practical methods. Our aim is to provide valuable insights and assistance on utilizing data to enhance 
O&M practices in the industry.
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Figure 1 A data-driven virtuous cycle 

IT O&M data forms the basis for data-
driven O&M. These twin drivers play a 
crucial role in the virtuous cycle of data-
driven O&M. (Figure 2)

 » The first driver is objective-focused 
and value-driven. It directs IT O&M 
practices, measures O&M value with 
metrics, verifies the value of O&M 
data, and establishes a system for 
ongoing improvement in IT O&M.

Developing a Date-Driven Virtuous Cycle for O&M

The key of data-driven O&M is to create a data-driven virtuous cycle, rather than simply managing and applying data in isolation. 
(Figure 1)

O&M data
Data 

collection
Data 

utilization

Unified metrics for data utilization

Data utilization for unified metrics

 » The  s e cond  d r i ve r  emphas i z e s 
construction. It encourages IT O&M 
construction and drives evolution of 
processes, platforms, scenarios, and 
O&M models.

The overall framework of the data-
driven methodology centers around three 
value-oriented objectives: enhancing 
governance, ensuring availability, and 
improving efficiency. To ensure availability 
and efficient operations management, 

various methods are employed, including 
pre-incident prevention, fast recovery, 
post-incident review, and specialized 
approaches for new business branches. To 
guide the development and improvement 
of O&M organizations, processes, and 
tool platforms, a data-driven policy was 
designed. This policy emphasizes both 
O&M data governance and the service 
measurement system, following the 
principle of beginning with the end in 
mind.

Figure 2 Twin drivers for data-driven O&M
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The first driver focuses on IT service value. 
To assess IT service value in terms of 
quality, efficiency, and benefits, related 
data must be collected and analyzed. The 
point of measuring IT service value is that 
it enables organizations to comprehend 
and evaluate the benefits and value of 
their IT services. We often analyze IT 
service metrics and other related data 
to gain insights into service availability, 
MTTR, and customer satisfaction. This 
analysis helps us comprehend the 
strengths and weaknesses of IT services, 
enabling us to make informed decisions 
and drive improvements. Data-driven 
O&M emphasizes data-based decision-
making and practices. Data analysis 
provides us with objective and quantified 
i n fo rmat ion ,  p reven t ing  adve r se 
outcomes that may arise from relying 
solely on subjective opinions or intuitions. 
For example, when we need to make a 
decision related to fault recovery, we can 

analyze historical data to understand the 
effects and costs of various solutions and 
make a more informed choice. Analyzing 
relevant data is essential for assessing 
the value of IT services. This analysis, in 
turn, guides us in implementing data-
driven O&M. Integrating IT service value 
measurement with data-driven O&M 
enables organizations to efficiently 
manage and optimize their IT services, 
enhancing quality, cost-effectiveness, and 
minimizing risks.

After reviewing research conducted 
both domestically and internationally, 
we have developed a framework for 
establishing a system to measure O&M 
value. This framework encompasses five 
dimensions of value, covers all aspects 
of management throughout the entire 
lifecycle, provides methods for creating a 
metric system, and the methods of value 
assessment.

Figure 3 First driver: Continuous object-focused optimization

We streamlined E2E metrics covering services, scenarios, processes, and resources with a focus on IT service value. We also established 
a data-driven system and developed capabilities to continuously improve IT O&M. (Figure 3)

The First Driver: Continuous Object-focused Optimization
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O&M systems
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technologies
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metrics
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Quality ensured

Integrated development 
and operations

R&D effectiveness metrics
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Figure 4 Framework of Operations Value Measurement System

This framework aims to help organizations develop business strategies and create business value. It is developed incrementally, 
incorporating established theories and models from both national and international sources, while also considering the specific O&M 
requirements. To learn more about the O&M value measurement system, refer to the article "Approaches to O&M Value Measurement" 
in Huawei Cloud Deterministic SRE Issue 2.

Figure 4 depicts the framework for establishing a system to measure O&M value.

Integration of IT and Services 
Leading to O&M Transformation

Data transforms IT O&M from reactive to 
proactive, from scattered to unified, from 
manual to intelligent, and from ambiguous 
to observable. IT transformations:

From Reactive to Proactive

Proactive O&M represents a move away 
from the traditional reactive style. Instead of 
constantly putting out fires, we focus on a 
more preventive approach. The main goals 
of proactive O&M are to prevent major 
faults and reduce the occurrences of faults. 
Proactive measures involve constantly 
improving system availability, managing 
emergencies based on risk levels, and 
predicting faults.

The Second Driver for Five O&M Transformations

Logic: Proactive O&M depends on high-
quality data. Let's look at an example of 
how you can improve system availability. 
Enhancing system availability involves the 
following steps:
 » Identifying system vulnerabilities
 » Designing a solution
 » Implementing the solution 
 » Verifying system availability

Good data is crucial for the first and fourth 
steps.

To identify system vulnerabilities, we need 
related data to analyze system architecture, 
deployment ,  node conf igurat ions , 
performance, and workload.

To verify system availability, we require 
related monitoring data to assess whether 
systems are performing as expected

From Scattered to Unified

By consolidating data, we can create a 
scenario-based integrated O&M system. 
This allows different teams to work 
closely together as a comprehensive 
team. Integrated O&M includes integrated 
monitoring, development and operations, 
and supervision and control.

By integrating data, O&M scenarios, 
processes, and tool platforms can be 
reconstructed, leading to a transformation 
of how IT O&M organizations operate. 
These organizations can move away 
from traditional functional divisions and 
implement service objective-oriented 
cooperation. Cross-functional collaboration 
allows organizations to prioritize the value 
of IT O&M.
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Figure 5 O&M scenarios

Data convergence also enables O&M teams 
to prioritize value-oriented converged 
services instead of solely focusing on their 
individual responsibilities. This involves 
sharing work interfaces and O&M data 
across teams to transform the way O&M 
teams communicate with each other.

From Manual to Intelligent

The main difference between intelligent 
O&M and a traditional manual approach is 
automation and intelligence. The goal is to 
achieve better quality, efficiency, and lower 
costs. Related measures involve predicting 
faults and automating fault recovery, 
release, and deployment.

Logic: Intelligent O&M encompasses several 
core elements. There are organizations, 
processes, resources, technologies, data, 

algorithms, and knowledge. Of these, data 
is the foundation of the other six. Intelligent 
O&M cannot be implemented without data

From Ambiguous to Observable

Observable IT O&M goes beyond simply 
visualizing the states and performance of 
O&M objects through monitoring. It also 
involves visualizing the impacts of different 
O&M scenarios, process efficiency, and 
organizational performance in other areas 
of O&M management.

Logic: The core of observable O&M is to 
present observers with visualized data 
depicting the status of target objects. 
The data is collected from resources in 
different domains, including both raw and 
processed data.

Enhanced, Innovative Scenarios for 
Maximized Value of IT O&M

Data-driven O&M not only improves 
traditional comparatively simple scenarios 
but also introduces innovative, converged 
scenarios. It drives more value and address 
complex O&M problems. This data-driven 
O&M methodology sorts O&M into two 
broad categories: availability assurance and 
management operations, as depicted in 
Figure 5.

Figure 6 describes IT team responsibilities in 
both separated and converged scenarios.

Separated scenarios: By integrating data 
from different domains, independent 
scenarios can benefit from increased data 
availability, leading to greater insights into 
services. For example in basic monitoring 
scenarios (except for unified alarm 

Converged O&M Scenarios
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scenarios), isolated monitoring tools may 
fail to send alarm notifications due to a lack 
of channels to dynamically obtain contact 
information (such as mobile numbers, 
email addresses, and IM numbers) of 
recipients based on association information 
(such as ownership,  maintainable 
personnel, and personnel in charge) of 
the monitored objects. When there are 
changes in an organizational structure, 
the contact information becomes invalid, 
and the maintenance of alarm notification 
settings is often overlooked However, with 
data convergence, even without unified 
monitoring services, each monitoring tool 
can still obtain associated information 

Figure 6 IT O&M scenarios and value (from the IT team responsibility perspective)
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of monitored objects to enable dynamic 
setting of alarm notification rules.

Converged scenarios: Integrated data 
forms the foundation of converged O&M 
scenarios. Converged scenarios often involve 
multiple platforms and domains. These 
scenarios are commonly found in end-to-
end observability, integrated monitoring, 
unified alarms, and O&M support for 
ensuring key events. To achieve upper-layer 
service convergence, data from different 
domains, tools, and teams are required. 
For example, in integrated monitoring 
scenarios, data, such as changes and logs, 
from various layers (network, device, 
middleware, database, and transaction) 

are consolidated into a single monitoring 
platform. This platform offers a unified 
interface for cross-functional teams. 
Data standardization, convergence, and 
application form the foundation of a unified 
monitoring system.

Scenario-based IT O&M Process 
Reconstruction

Process reconstruction does not necessarily 
require tearing down the existing processes. 
Instead, you can take a scenario-based 
viewpoint and focus on extracting more 
value when reviewing, reshaping, and 
converging the processes that are already 
established.

Figure 7 Traditional O&M process example
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With the data-driven O&M methodology, 
we can convert the traditional network-like 
O&M processes into scenario-based ones. 
Data convergence is the foundation and 
driving force behind the transformation, 
which is one of the core aspects of ITIL 4. 
The network-like traditional O&M processes 
are depicted in Figure 7. These processes 
lack a global perspective. They miss the 
big picture value and scenario-based 
viewpoints.

A scenario-based practical model combines 
multiple processes, personnel, organizations 
with a unified value-centered goal. It also 
incorporates a unified value chain that relies 
on data flows.

Here is an example of how the process of 
ensuring availability can be reconstructed. 
Process reconstruction does not necessarily 
require tearing down the existing processes. 
Instead, you can take a scenario-based 
viewpoint and focus on extracting more 
value when reviewing, reshaping, and 
converging the processes that are already 
established.

Objectives of availability assurance include:
 » Pre-incident: minimized fault rate and 
zero major faults

 » During-incident: improved fault recovery 
efficiency

 » Post-incident: fewer repeated faults, 
experience and knowledge integrated 
into the system

In traditional processes, these objectives 
are only part of the fault handling process. 
However, in scenario-based processes, these 
objectives are integrated into a blueprint, as 
depicted in Figure 8. 

This blueprint involves evolution of fault 
management, continuity management, 
change  management ,  emergency 
management, and monitoring and alarms 
processes.

Cross-scenario Processes The fault process 
depicted in Figure 7 can encompass both 
during- and post-incident scenarios. In a 
cross-scenario fault process, additional 
elements can be incorporated. You can 
add more than just flowcharts and roles. 
These elements may include stakeholder 
concerns, desired outcomes, information 
connections, and information to be shared 
across organizations.

A Single Scenario Containing Multiple 
Processes A pre-incident situation can 
involve various processes, including change 
management, continuity management, 
SRE processes, and processes that enable 
the transition from the construction to the 

operations stage. However, if we stick to 
the traditional approach of focusing on 
individual processes, we may miss out on 
important areas that should be included in 
the same scenario. This prevents us from 
achieving our objectives.

Process Association Extends Beyond Data 
Sharing In a traditional process-centered 
approach, a change process only interacts 
with other processes by sharing data. 
This can result in overlooking important 
factors such as the reasons and timing for 
process interactions, the necessary data 
to be transferred, and the nature of the 
interaction process. For instance, when 
making changes to the architecture of 
an information system, it is important 
to synchronize the existing risk library, 
emergency plans, and planned routine 
assurance tasks. This involves assigning 
someone to handle the synchronization 
work and using effective methods to 
confirm the results.  These considerations 
are taken into account in scenario-oriented 
process design, but often overlooked in 
process-centric design.

IT Organizational Architecture 
Optimization

Figure 8 Scenario-based availability assurance blueprint
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Data-driven O&M, along with effective data 
governance and intelligent O&M, transform 
collaboration and management practices. 
This also allows us to optimize the IT 
organizational structure.

First, to implement data-driven O&M, 
personnel are needed to perform various 
tasks, such as data governance, metric 
system design, and more. The entire 
IT team will gradually enhance their 
comprehension and awareness of data, 
while simultaneously broadening their 
capabilities.

Second, data-driven O&M redefines 
team responsibilities, boundaries, and 
collaboration, resulting in better organized 
human resources.

Data-driven O&M drives technological 
transformation, leading to enhanced 
efficiency and quality in O&M processes. 
This transformation also necessitates 
changes in job responsibilities and labor 
allocation for improved efficiency. Data 
plays a crucial role too when in evaluating 
and implementing these changes.

Last be not least, as data-driven O&M 
continue to evolve, more versatile personnel 
will be cultivated to drive the transformation 
of the IT O&M organizational structure.

Data Convergence Helps Reshape IT 
O&M Platforms

IT O&M data governance achieves 
centralization and convergence of data, 
which is essential for converged IT O&M 
scenarios. This drives the continued 
convergence and transformation of IT O&M 
platforms. (Figure 9) 

Scattered software tools are also integrated 
into unified O&M platforms. This unification 
is reflected in a number of different ways. 
A unified O&M portal streamlines user 
management, login and tool integration. 
Unified data collection and control enable 
the collection and management of data 
from multiple O&M tools. A unified data 
management platform centrally stores 
and analyzes O&M data, facilitating the 
establishment and maintenance of metric 
systems, data quality management, 
and addressing security issues. Unified 
incident management makes it possible to 
collect incident notifications from various 
monitoring tools, minimize incidents, 
and standardize incident management. 
Monitoring management is also unified, 
providing data analysis, association analysis, 
and efficient decision-making through 
diverse dashboards and reports. Unified 
O&M service management helps establish 

standardized, efficient process and service 
systems to deliver high-quality and efficient 
IT services.

A unified O&M portal  central izes 
organization, user, and permissions 
management. It allows for single login 
access to multiple systems and provides 
capabilities for data collection, processing, 
analysis, and display. Additionally, a unified 
identity management center is provided 
to facilitate the management of users, 
permissions, authentication, and audit. 
It enables full lifecycle management of 
organizations and users.

Unified data collection and control 
requires related abilities to centrally collect 
raw data, performance metrics, incident 
information, and service ticket details from 
O&M tools or systems using different 
protocols or methods.

Unified data management involves 
filtering, cleaning, processing, storing, and 
modeling data, and releasing APIs. It allows 
for the unified management of data assets 
to satisfy the needs of agile development, 
intelligent analysis, data lineage, data 
map, data quality, and other data services. 
This also helps with data development 
for complex services and contributes to 
computing and storage engine services.

Figure 9 A transformation from isolated O&M to integrated O&M
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Unified incident management enables 
centralized access and handling of alarms 
and metrics from various monitoring 
systems. This involves incident filtering, 
notification, response, handling, rating, 
tracing, and multi-dimensional analysis. 
Moreover, various algorithms are used to 
implement intelligent O&M based specific 
scenarios. These algorithms help minimize 
incidents, detect exceptions, and analyze 
causes, ultimately enabling full-lifecycle 
incident management and control.

Unified monitoring and management 
use big data analysis and AI capabilities 

to monitor network devices, servers, 
application systems, virtualization, storage, 
power and environment, and security 
devices. This is implemented through 
collecting service logs, metrics, and service 
chains to construct the service topology. 
Then association analysis is conducted 
based on metrics, logs, alarms, attributes, 
and changes. Various algorithms are also 
utilized to monitor and analyze business 
systems, applications, services, and 
infrastructure in a unified manner. This 
approach helps efficiently identify and 
locate faults.

Unified visualization management 
offers a range of tools, such as dashboards 
and reports, to present system status, 
performance metrics, and exceptions. This 
enables O&M personnel better monitor and 
manage systems, quickly detect and solve 
problems, and enhance system availability 
and stability.

Unified O&M service management 
delivers high-quality and efficient IT 
services to organizations. It integrates all 
IT resources, including hardware, software, 
network, and security resources to provide 
IT services in a standardized, process-based 
manner.

O&M data governance is essential for 
digital O&M. It should incorporate 
established theories and methods of data 
governance while developing a framework 
specific to the unique characteristics 
of O&M data. Additionally, a robust 
system must be established to ensure 
the availability of high-quality and 
comprehensive O&M data for scenario-
based digital O&M implementation.

Data governance is a challenging and 
resource-intensive engineering task. 
O&M data governance should not 
revolve around governance. Instead, it 
needs to prioritize O&M value, such as 
managing IT risks, enhancing delivery 
speed, improving customer experience, 
and enhancing the quality of IT services. 
We place value creation at the core of 
our data governance goal: creating more 

The Second Driver: O&M Data Governance

precise and easier-to-use O&M data assets. 
There are three key aspects of this goal. 
First, precise data forms the foundation 
of intelligent O&M, as imprecise data 
can limit the availability of intelligent 
O&M scenarios. Second, easy-to-use data 
promotes the application of intelligent 
O&M, which is still a relatively new 
operational model. Data application will in 
turn enhance data accuracy. Third, O&M 
data comes in various types, but to fully 
utilize its potential, it must be elevated to 
the level of an information asset.

To convert O&M data into information 
assets, continuous improvement of 
O&M data governance is required. 
This improvement should be based 
on effect ive governance methods, 
streamlined governance processes, and 
advanced technical platforms. To develop 

data governance methods, we need to 
focus on master data management, 
which is represented by O&M metric 
systems, and generalized meta data 
management, which is represented by 
configuration management database 
(CMDB). Additionally, key governance 
tasks should be designed based on 
data standards, quality management, 
and secur i t y  management .  Whi le 
implementing data governance, we need 
to incorporate PDCA, IT governance, and 
lean innovation throughout the three key 
cycles: strategy design, construction, and 
operations. When developing tools for 
data governance, it is beneficial to take 
advantages from the existing tools. These 
tools include O&M data platforms, metric 
systems, CMDB, monitoring tools, and 
data portals.
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A Two-Way Journey Between Foundation 
Models and Intelligent O&M

Technologies are constantly evolving. Cloud native technologies and foundation models 
are reshaping various fields at an unprecedented rate. As the amount of data to be 
handled continues to take off like a rocket, and as requirements become more complex, 
AI technologies have been advancing, and service scenarios have continued to expand. 
Foundation models, powered by cloud native technologies, have become a driving force 
for technical innovation and industrial advancement. Given this context, intelligent O&M 
capabilities are particularly important.

Cloud native technologies are used to train models effectively and enable precise 
prediction. When implementing intelligent O&M, enterprises can understand and 
manage these complex systems better.

Intelligent O&M includes automated problem detection, root cause locating, and system 
recovery. It provides E2E solutions to enhance the stability, performance, and availability 
of IT systems.

Foundation models use deep learning technologies to automatically identify O&M 
exceptions. Intelligent O&M can then quickly produce and implement solutions based 
on the analysis of these models to quickly address problems. Foundation models and 
intelligent O&M mutually benefit each other, creating a virtuous cycle. Foundation 
models enhance the intelligence of intelligent O&M, while intelligent O&M contributes 
practical experience and data to foundation models. Together, they drive the 
advancement of O&M towards greater automation and intelligence.

Professor and Doctoral Advisor at 
Sun Yat-sen University

Chen Pengfei

This article describes how various foundation models help summarize faults and find out root causes for systems. This involves 
evaluating system status, backtracking, and analyzing root causes. The ultimate goal is to improve fault detection and O&M efficiency.

Background
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LLMs: Command Centers for AIOps 
in Harmony with Intelligent Twins

This collaboration involves end users, 
SREs, O&M robots, and data centers, 
each playing their respective roles. This 
synergy not only improves operational 
efficiency but also implements higher-
level automation, resulting in significant 
economic benefits for enterprises.

 » End users can interact with O&M 
robots to monitor the system in 
real time and rectify faults as they 
occur. LLMs analyze user behavior 
and monitor service status to predict 
and diagnose potential problems. 
For example, if a user reports a slow 
service, an LLM can investigate why 

LLM-enabled AIOps

the request is slow. LLMs report service 
requirements directly to SREs, who 
then analyze the requirements and 
determine the necessary actions on 
model capabilities.

 » The SREs  cont inua l ly  improve 
t h e  s y s t em t h rough  i n - dep t h 
understanding and optimization. 
By monitoring and analyzing system 
performance and availability in real-
time, LLMs can detect and resolve 
faults and eliminate bottlenecks, 
improving system reliability and stability. 
This ensures service continuity and 
sustainable development.

 »  O&M robots utilize LLMs as their 
"b ra in",  and they  use  var ious 
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monitoring tools as their "sensing 
organs" to sense the environment and 
make decisions. When a system fault 
occurs, robots gather information with 
their "sensory" tools and make decisions 
based on foundation models. They 
can also understand O&M knowledge, 
observe data, and use tools to automate 
system operations.

 » LLMs analyze and predic t data 
center performance to optimize 
and improve systems. By applying 
deep learning and analysis to large 
datasets, models can forecast future 
requirements and trends. This analysis 
helps optimize systems, enhancing the 
efficiency and stability of data centers.
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Root Cause Analysis of Cloud Faults 
Using LLMs

How do we leverage LLMs for automatic 
cloud event analysis?

 » Data collection and integration: We 
gather and preprocess various data 
sources in the cloud environment, 
including server logs, monitoring 
metrics, configuration files, application 
logs, and user operation records. This 
ensures that the data is effectively 
readable and understandable by LLMs.

 » Model selection and training: Choosing 
the r ight large language model 
architecture for sequence and text data 
is important. The model then needs 
to be trained using labeled historical 

cloud event data so that it can learn the 
relationships between event features 
and their causes.

 » Attributional inference: New cloud 
event data is fed into the trained model. 
The model predicts and analyzes 
possible causes of events based on its 
learned knowledge and patterns.

 » Results interpretation and verification: 
The model's attribution results are 
interpreted and evaluated to determine 
their accuracy and reasonableness. The 
results are then verified and corrected 
based on domain knowledge and 
manual expertise.

 » Continuous optimization: Model 
parameters are continuously optimized 

to improve feature engineering based on 
new data and feedback, with a goal of 
enhancing the accuracy and reliability of 
the attribution analysis.

Throughout the entire process, data 
qual i ty and label ing accuracy are 
crucial for optimal model performance. 
Additionally, manual intervention and 
expert verification can significantly 
improve the effectiveness and reliability 
of the attribution analysis.

Multi-Agent Multimodal Data 
Convergence for  Root  Cause 
Analysis

Multi-agent anomaly detection

LL
M

-b
as

ed
in

te
ra

ct
io

n 
la

ye
r

Metric-based
detection agent

Multimodal
root cause 
analysis
model

LLM-based
fault analyzer

Troubleshooting 
guide

• Summary
• Inference
• Operation 

recommendation

Root cause 
list
· _____
· _____
· _____

Trace-based 
detection agent

Log-based 
detection agent

TC-based 
detection agent

Performance 
data

Instruction:  
Please check 
the status of 

service A from 
12:00 to 13:00 
on October 11, 

2023.

Call chain

Log

Transaction
data

Trigger

Issue Issue Issue Issue



3333

Expert Interview

The architecture consists of four main 
components:

 » An LLM-based interaction layer: This 
component interprets user queries 
and extracts essential tasks and 
parameters. It utilizes ChatGLM2 as 
the foundational model, enhanced 
w i th se l f- cons i s tenc y,  Cha in of 
Thought (CoT), and in-context learning 
logic to better understand scenarios 
and provide accurate responses.

 » Multi-agent anomaly detection: Due 
to the involvement of multimodal 
data sources, achieving high accuracy 

with a single detection module can 
be challenging, leading to potential 
false positives. Hence, a multi-agent 
detection solution is employed, with 
dedicated anomaly detection agents 
designed for trace, log, and metric 
modal data. 

 » A root cause analysis model based 
on multimodal data convergence: 
This algorithm converts multimodal 
data, such as call chains, logs, and 
metrics, into unified event expressions. 
It employs an unsupervised frequent 
itemset mining method to identify 
fault modes and pinpoint fine-grained 

root causes at the resource and code 
block levels. Additionally, this method 
explains faults by comparing mode 
changes from before and after the 
occurrence of faults.

 » LLM-based fault analyzers: Multiple 
LLM agent s are used to answer 
questions, with different LLM sessions 
func t ion ing in  var ious  ro le s  to 
generate fault report tickets.

These agents identify the root cause 
among numerous exceptions and produce 
a fault  report  with recommended 
recovery actions.  

Root cause 
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· ___________
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We simultaneously initiate four LLM 
sessions, each serving as a different agent 
with distinct roles: The first agent, acting 
as the receiver, accepts a root cause list 
and dissects this list into individual root 
causes described in multiple natural 
languages.  The second agent ,  the 
summarizer, consolidates these root 
cause descriptions into a comprehensive 
summary. The third agent, the advisor, 
analyzes each root cause and generates 
corresponding fault recovery solutions. 
The fourth agent, the scorer, evaluates the 
proposed solutions. If a solution fails to 
meet expectations, the process iterates for 
improvement.

In  the end,  a  report  i s  produced, 
summarizing the root cause and recovery 
solutions.

LLM-enabled AIOps

LLM Observability

 » LLM observability is crucial due 
to the complex i t y of sof tware 
stacks involved in LLM training and 
inference. Effective management and 
monitoring of these components and 
modules require robust observability 
methods . This al lows for bet ter 
under s tanding ,  t rack ing ,  fas ter 
debugging, and problem resolution.

 » A startup has identified five key 
dimensions for LLM observability: 
evaluation, call chains , prompt 
engineering, search and query, and 
fine-tuning. Observing LLMs is a 
multifaceted process that demands 
comprehensive evaluation, continuous 
tracking, and prompt verif ication. 
Here ' s  a s t reaml ined approach: 
Evaluat ion: Assess the model to 
determine i t s  per formance and 

effectiveness. Tracing: Monitor the 
model's status to detect and resolve 
issues promptly. Search and query: 
Gather additional information and 
data to enhance understanding and 

optimization of the model . Fine-
tuning: Adjust the model to improve 
observability and adapt to varying 
environments and requirements.



3535

Expert Interview

 » Meta has proposed a profiling-based 
multimodal data association method, 
which links data from different 
sensors or sources, such as images, 
voice, and text, for deeper analysis 
and understanding.   This method has 
significant practical value and can be 
applied across various fields, including 
healthcare, finance, and social media.

 » Meta also introduces eBPF-based 
cross-layer and cross-node LLM 
reques t  t rac ing .  By  combin ing 
prof il ing-based mult imodal data 
association with CUDA monitoring 
using eBPF uprobe, this method 
provides real-time GPU status and 
performance metrics.  This detailed 
analysis helps you understand system 
per formance better and identif y 
bottlenecks. It of fers substantial 
support for system optimization. This 
approach holds great promise for 
high-performance computing and AI 
applications.

Root Cause Analysis for LLM Faults

Progressive root cause analysis powered 
by knowledge graphs. This advanced 
technology leverages the power of 
knowledge graphs to identify root causes. 
By using step-by-step reasoning and 
analysis, it extracts relevant information 
from the knowledge graph and pinpoints 
the root cause based on the gathered 
data. The key advantage of this method 
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is its ability to uncover the underlying 
causes of complex problems, not just 
superficial symptoms. Knowledge graphs 
provide a comprehensive understanding 
of the issue, including its background, 
related entities, events, possible causes, 
and impacts .  Th is  comprehens ive 
approach allows for more accurate 
identification and effective resolution of 
problems.

Multi-agent collaboration for AIOps. 
The MetaGPT framework is a robust 
multi-agent collaboration framework 
that enhances the efficiency of building 
multi-agent systems and offers various 
collaboration modes. Developers can use 
metaprogramming within the MetaGPT 
framework to dynamically generate agent 
code, facilitating collaboration between 
different agents.
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LLM-driven operating system. The base 
OS is the cornerstone of a computer 
system, managing hardware resources 
and providing essential system functions. 
With the increasing complexity of 
modern computer systems, researchers 
a re  tu rn ing  to  mach ine  l ea rn ing 
technologies for end-to-end resource 
management. Machine learning can be 
used to automatically adjust and optimize 
resource allocation based on workload 
environment requirements. This approach 
optimizes resource management for 
robots, clouds, and edge environments, 
adapt ing  seamless ly  to  d i f fe rent 
settings from a single base.   This 
innovation significantly improves system 
performance and efficiency.

A Two-Way Journey Between LLM 
and AIOps Based on Deterministic 
Operations 

In the collaboration between LLMs and 
AIOps, we integrate both large and small 
models. LLMs handle tasks that require 
human-like analysis, such as decision-
making and problem-solving. SLMs focus 
on specialized tasks for vertical issues like 
network fault prediction and performance 
optimization. This integration leverages 
the broad knowledge of LLMs while 
mi t igat ing  i s sues  caused by  LLM 
hallucinations.

Apply ing LLMs creates chal lenges 
that require careful considerat ion 
and response.  To fully utilize their 
advantages, we must continuously 
opt imize and adjust  LLMs dur ing 
training so they can adapt to changing 
environments. 

The collaboration between LLMs and 
AIOps is a complex and challenging 
process. We must address and overcome 
the problems and challenges brought by 
LLMs to achieve successful outcomes. 
By building on deterministic operations 

practices, we can achieve reliable and 
consistent results. This approach will 
enable the effective application of LLMs 
in AIOps, bringing greater value to 
enterprises.
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Stability Practices for Large-Scale AI 
Training Clusters

This document analyzes the stability challenges of AI foundation model training 
clusters and introduces the comprehensive closed-loop processes and practical 
experience of Huawei Cloud in AI clusters, ranging from exception detection and 
diagnosis to self-healing. It describes an effective assurance system for the stability 
and reliability of AI clusters, accelerating the transition to intelligent systems.

Abstract

From an industry perspective, the stability 
of AI foundation models is becoming 
increasingly important. The communication 
flow of training tasks is complex and 
sensitive to network latency and bandwidth. 
The reliability of AI training clusters faces 
several challenges:
 » As the number of model parameters 

increases, the size of the cluster grows, 
which make component faults more 
likely, and damage to the network more 
likely. The probability of training faults 
increases exponentially.

 » The  t r a f f i c  mode l  o f  foundat i on 
mode l  t ra in ing task s i s  int r i cate , 

Stability Challenges for Large-Scale AI Training Clusters

with long communication links and 
the involvement of multiple types of 
infrastructure and cloud services across 
domains. Fault types can include slow 
training due to insufficient bandwidth, 
loss divergence, GPU loss , training 
task execution failures, suspension, 
and slowdown. The various causes and 
types of faults make demarcation and 
localization difficult.

 » After a fault occurs, training recovery 
is slow, especially, checkpoint loading, 
which typically takes several hours. The 
MTBF of a large-scale cluster in the 
industry is only several hours, but faults 

can last for 10 hours or more.
 » When faults occur, training tasks may 

be repeatedly rolled back and restarted, 
resulting in low resource utilization and 
wasted compute. The average resource 
utilization of AI training clusters in the 
industry is only about 30% to 40%.

These faults signif icantly reduce the 
efficiency and increase the cost of AI training 
tasks. So, enhancing the stability and 
reliability of foundation model clusters will 
significantly help enterprises address both of 
these issues.

Tong Lin
Huawei Cloud SRE senior expert
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In the observability field of AI clusters, 
collection precision is insufficient, and 
network qual i t y and performance 
detection requirements are high.

 » Traditional network device traffic 
monitoring, mainly using SNMP, is 
accurate only to the second. Now, 
foundation model training occurs 
in  t wo phase s :  comput ing  and 
communication. Traff ic waveform 
c han g e s  m us t  b e  co l l e c t e d  i n 

Challenge 1: Insufficient Monitoring Precision and High Dependency of Training 
Tasks on Networks

milliseconds. Traditional monitoring 
and collection counters have a software 
error margin of 10 to 20 ms. Anything 
beyond this results in distorted and 
misplaced results. This inadequacy 
prevents accurate measurement of 
the actual traffic characteristics of AI 
cluster training tasks. 

 » Traditional O&M can only detect optical 
module faults. As optical modules 
age, their performance deteriorates, 

placing them in a suboptimal state. 
Additionally, fault characteristics vary 
widely. With increasing AI cluster 
scale, the impact of subopt imal 
optical modules on AI training tasks 
is magnified. Therefore, suboptimal 
optical module detection and fault 
prevention are more crucial in AI 
training clusters than in traditional 
application clusters.

The strong dependency of training tasks on network performance amplifies the impacts of 
suboptimal optical modules
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When services are affected, especially 
when hardware and network components 
are suboptimal, it is difficult to demarcate 
and locate AI cluster faults.

 » Complex and diverse fault modes: Faults 
such as slow nodes, slow networks, slow 
computing, and slow communications 
result in training service interruptions, 

Challenge 2: Difficult Fault Locating and Demarcation and Slow Fault Recovery

frame freezing, and failures. Some faults 
lack obvious white-box alarms, making 
quick demarcation difficult.

 » Long faulty chains: Large-scale training 
tasks involve many-to-many GPU 
communications, encompassing servers, 
devices, ports, links, and optical modules 
across multiple network elements (NEs). 

Association analysis is required for 
various objects.

 » Inef f icient diagnosis : Tradit ional 
diagnosis relies on analysis of extensive 
training logs, which takes time. The 
absence of real-time network traffic 
topology necess itates analyzing 
numerous monitoring metrics and data.
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To address these challenges, Huawei 
Cloud has developed a comprehensive 
closed-loop system for fault detection, 
diagnosis, and recovery in AI clusters. This 
system is built upon a mature internal 
O&M platform and provides a panoramic 
view of AI cluster stability. 

 » Fault detection: Faults are detected 
and predicted swiftly, well before 
customers notice. Huawei has created 
fau lt  p red ic t ion a lgor i thms for 
components like memory, hard disks, 
and optical modules to preemptively 

Ensuring Robust AI Cluster Stability

identify most hardware risks and 
subhealth faults. The detection system 
cont inuous ly and automat ical ly 
c o l l e c t s  n e t w o r k  c o n n e c t i o n 
topologies and traffic path changes, 
supplying comprehensive data support 
for diagnosis.

 » Fa u l t  d i a g n o s i s :  T h e r e  i s  E 2E 
topological restoration. The service 
topology is automatically drawn, in 
real time. Network congestion issues 
are quickly identified based on real-
time changes. Additionally, root cause 

tracing and recommendations are 
efficiently performed using indicators, 
logs, and alarms of associated objects.

 » Fault recovery: The decision-making 
system analyzes and calculates the 
scope of any impacts (including 
affected nodes and customers) in real-
time, using a graph configuration 
library. It then employs the least-cost 
and most efficient policy to quickly 
restore services based on a preset fault 
contingency plan model.
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Leveraging Huawei Cloud's big data 
p lat form,  a  monitor ing system is 
established to collect, store, compute, and 
analyze metrics in milliseconds, ensuring 
comprehensive observabi l i ty of AI 
clusters. This system enhances traditional 
monitoring methods with three key 
capabilities:

 » High-prec is ion metr i c s :  Beyond 
traditional millisecond-level monitoring 
of interface rates and packet loss, 
telemetry collection tracks critical 
metrics, such as PFC packet sending 

Zero Monitoring Blind Spots with Combined White-Box and Black-Box Observability

and receiving, packet loss from queue 
congestion, and port bandwidth usage. 
This capability allows rapid detection of 
network microbursts.

 » Rea l - t ime ne t work  packe t  lo s s 
detection: Network chips come with 
built-in packet loss detection, which 
can be used to proactively identify 
flow-level packet loss exceptions and 
causes. Distributed probes collect, 
compress ,  and aggregate data , 
which is then reported to servers to 
form events, which are then, in turn, 

transmitted to a monitoring platform 
for alarm reporting.

 » B l a c k- b o x  m o n i t o r i n g :  U n l i k e 
traditional pingmesh, which uses 
standard protocols like ICMP, TCP, and 
UDP, a link-level full-coverage black-
box dialing test system based on 
the Huawei Cluster Communication 
Library (HCCL) is implemented. This 
system detects faults, such as slow 
networks, within seconds to prevent 
invisible packet loss in AI clusters.
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Expert Interview

For optical module fault detection and 
prediction, spatial, temporal, and multi-
dimensional metrics are employed to 
enhance fault detection capabilities. 
Historical fault characteristics (vendor, 
model, and cause), log characteristics, 
metrics (current, voltage, temperature, 
and optical power), and the length of 
time an optical module has been in 

AI-Driven Optical Module Subhealth Prediction: Proactively Preventing Issues

use, are analyzed comprehensively. This 
includes analyzing similar metrics on the 
local and peer ends of the optical module 
topology.

Using multi-dimensional data, feature 
engineering, and regression analysis 
AI algorithms, faulty optical modules 
and those whose metrics are degrading 

( including dirty and loose opt ical 
modules) are identified. The system 
scores different fault profiles and makes 
service life predictions. It generates 
reports, automatically creates alarms 
and submits repair tickets based on 
predefined thresholds. This proactive 
approach allows for faulty optical 
modules to be replaced before they affect 
services.

For rapid fault  demarcat ion of AI 
clusters, a self-developed full-l ink 
diagnosis system and a comprehensive 
configuration database quickly calculate 
the path of any traffic between sources 
and destination hosts involved in a 
training task. The path covers all involved 
NEs. It includes the servers, GPUs, ports, 
links, boards, and switches.

Based on the metrics, logs, and alarms 
of objects in the real-time topology, the 
diagnosis and analysis module uses a 
knowledge graph to identify root causes 
of faults and identify faulty units within 
minutes. This technology, widely used 
in Huawei Cloud, ensures that fault 
demarcation takes less than five minutes.

The decision-making and recovery 
module  prov ides  automat ic  fau l t 
contingency plan processing capabilities, 
supporting port fault isolation, traffic 

Rapid Root Cause Diagnosis with Full Path Restoration

scheduling, and task migration to quickly 
restore services.

This comprehensive system for cluster 
stability during AI foundation model 
training includes both white- and 
black-box monitoring to detect and 

Network interruption

Task resubmitting

Topology restoration

Lead collection

Optical module alarms

Alarm tickets

Knowledge and leads

Live migration

Fault isolation

Traffic scheduling

Intelligent 
decision-making

Root cause analysis

ExpertiseGeneral algorithms

Full-link intelligent diagnosis
Decision-making 
and self-healingDiscovering

Topologies KPIs Logs
White box alarms
Black box alarms

Fault library
Expertise

Cluster information
Job information

prevent faults within seconds. Faults are 
diagnosed to specific NEs based on the 
full-link topology and rectified using three 
methods, providing an effective assurance 
system for the stability and reliability of 
AI clusters. This ensures the accelerated 
development of AI services.

                      100+ vertical industry applications and 50+ general applications
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Transforming Industries and Driving 
Intelligent Evolution

Industry-specific solutions using an AI-native application engine for one-stop enterprise AI 
adoption challenges

Empower enterprises to achieve intelligent transformation, foster innovative growth, 
optimize decision-making, reduce costs, and enhance efficiency

                      100+ vertical industry applications and 50+ general applications
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Exploration and Practice of Application Observability 
Solutions in the Era of Foundation Models

Author: Wang Fuqiang, Yang Jinquan

This document explores practice used in Huawei GTS and Tingyun's application observability solutions based on foundation model 
technologies. It analyzes the background, implementation strategies, and outcomes, using innovative technologies to enhance 
application observability, ensuring enterprises maintain competitiveness in complex and evolving technical environments.

Abstract

Background

In today's age of digital transformation, 
enterprises increasingly rely on complex 
applications and services to support their 
operations. These applications demand 
rapid responses, high availability, and 
reliability. To ensure their performance 
and stability, application performance 
management (APM) and observability 
tools are critical.

Trad i t i o n a l  APM  t oo l s  fo cu s  on 
monitoring performance metrics, such 
as response times, throughput, and 
error rates. However, rapid technological 
advancements and changing service 
requirements have made performance 
moni tor ing a lone insuff i c ient  for 
modern applications. The rise of cloud 
computing, microservice architecture, 
containerization, DevOps, AI, IoT, edge 

computing, and 5G technologies has 
driven the innovation and development of 
application observability solutions. While 
these technologies offer flexible resource 
management and service deployment 
capabilities, they also introduce new 
monitoring challenges. Enterprises need 
advanced, comprehensive monitoring 
systems to manage dynamic cloud 
environments, complex microservices, 
transient containers, and rapid DevOps 
iterations. Advances in AI and machine 
learning provide new tools for in-depth 
monitoring data analysis, and the growth 
of 5G and IoT has further expanded the 
scope and depth of the monitoring.

Modern applications require observability, 
integrating and analyzing data sources 
such as logs, metrics, and distributed 

– Huawei GTS and Tingyun's Future-oriented Application Observability Solution

An SRE expert at Huawei Cloud services, he 
has vast experience in SRE, having led the 
migration of over 180 tenants from other 
clouds to Huawei Cloud and built an end-
to-end operations process and specification 
system for cloud services.

Wang Fuqiang

As Tingyun's CTO, he has extensive R&D 
and commercialization experience in the 
intelligent observation platform field. As a 
pioneer of early commercial APM tools, he 
offers deep insights into this field.

Yang Jinquan
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Lessons learned

Metric system

Log data access Metric data access Tracking data access Other data access/ETL Data management

Business Process Monitoring 
(BPM)

Application Performance 
Management (APM)

CMDB

Network performance 
monitoring and diagnostics 

(NPMD) 

Infrastructure Monitoring 
Management (ITIM)

Log monitoring

ELK… Zabbix/Prometheus… ntop… Tingyun/OpenTelemetry... ...

O&M data platform Algorithm platform

Dashboard 
display

Alarm 
convergence

Exception 
detection

Root cause 
analysis

Capacity 
prediction ...

Monitoring systems constructed in the past

Numerous vendors with
inconsistent data 

standards

Heavy data cleansing 
workload

with unsatisfactory 
results

Poor data association AI platform
Poor input and output

Application 
layer

Platform layer

Data access 
layer

Observability Solution Based on Foundation Model Technologies

Panorama of observability in the foundation model era

Unified operations AlOps
Dashboard Metric system Global topology Data export Multidimensional 

analysis O&M portal Alarm convergence Semantic dictionary Root cause analysis Capacity 
management CopilotFault management

G
ua

ny
un

 p
la

tf
or

m

Link tracing Metrics Logs

Topologies

Profiles

Service 
attributes

Dumps

User 
journey

Metadata 
information

Network

10 signals, unified models, and 
panoramic observability

User App Applet Web Service Network Application Request

Code Container Process Middleware HostK8sDatabase

Hybrid cloud 
observability

Serverless

CMDB

Basic resource
observability

Namespace

Workload

Pod

Cloud native
observability

Log analysis

Service metrics

Log source tracing

Log
observability

Distributed link tracing

Code-level root 
cause analysis

Service governance 
and diagnosis

Application and 
microservice
observability

Network 
dialing test

User session

Crash or freezing

Digital terminal
observability

Runtime application 
protection

Runtime vulnerability 
analysis

Runtime risk 
mitigation

Application security
observability

Performance 
comparison

Stress testing 
before rollout

Service continuity 
assurance

Innovation
observability

Network traffic 
topology

Packet backtracking

Request response 
governance

Network
observability

Real-time service 
insight

Service impact 
analysis

Service process 
analysis

Service
observability

Tingyun AI™

Service analysis engine

Metric system

Light app platform

Esper™

UniTopology™

Ba
sic

 s
of

tw
ar

e

UniLog Threat and 
risk library

Automatic identification, collection, and intelligent association: over 600 technology stacks,
175 entity types, and 119 relationship types for comprehensive coverage

UniAgent ™ UniSession ™ UniTrace™

OpenTelemetry IstioSkywalkingPromethues Zabbix

Open ecosystem: value-driven integration and 
co-construction

Various monitoring tools: log monitoring, NPM, and cloud monitoring

Guanyun data lakehouse

Fo
un

da
tio

n 
m

od
el 

ap
pl

ica
tio

ns

UniHub

LLM

Multi-agent system

Security evaluation
Question 
classification
Q&A records Tools, ReAct, Prompt

Vector library

Function
calls

Memories

O&M 
knowledge

Product 
knowledge

NBQL 
knowledge

API 
knowledgeCopilot™

...

tracing, beyond traditional performance monitoring. Traditional methods cannot fully reflect the health and performance of 
applications.

In GTS, all applications have transitioned to modern, cloud-native applications on Huawei Cloud. To ensure their stability, numerous 
systems and tools have been developed, establishing an integrated monitoring and AIOps system. Despite these advancements, some 
issues persist.
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Collection as governance is the core of this solution. It provides high-quality observable data for AI through the governance of data 
models, data computing standards, and data associations.

UniAgent Collection as Governance
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• Collection as governance: Connects data, models, objects, and AI to 
implement a panoramic context.

• Automatic end-to-end data collection: Facilitates automatic identification 
and collection, covering over 600 technology stacks.

• Unified data model: Integrates five signals and five extended signal models 
from data collection, ensuring a consistent "single source of truth" without 
tool switching or data calibration.

• Future-oriented scalability: Supports host or Kubernetes-based deployment, 
easy upgrades, flexible configuration, and on-demand orchestration and 
loading.

• Unified management: Manages a diverse range of collection objects, 
including users, services, hybrid apps, web pages, applets, networks, 
applications, security, requests, code, processes, containers, middleware, and 
databases.

• Multi-source technology stack: Incorporates Preload, eBPF, Instrumentation, 
Hook, and more.

• Ecosystem compatibility: Fully compatible with the open-source standard 
OpenTelemetry.

Service

More

In  the era of  foundat ion models , 
observability platforms must evolve 
to remain relevant. Foundation model 
technology enables intelligent fault 
detection and warning, automatic root 
cause analysis, and accurate capacity 
prediction. By using foundation models 
to analyze and process massive data, and 
integrating and associating different data 
sources, the observability platform not 
only enhances operations efficiency but 
also provides accurate and timely decision-
making support , improving system 
stability and reliability.

Building on this comprehensive approach, 
GTS and Tingyun have proposed an 
observability solution for the foundation 
model era, which includes the following 
aspects:

1 Establishing an Observability Data 
Model

A systematic observability data model 
is crucial for improving application 
observability. This model includes several 
core elements: Model classification 
adds signals such as topology, service 
attributes, user journey, metadata, and 
network based on the five signals of CNCF, 
forming 10 comprehensive data models. 
Data source definitions include the types 
and structures of various data sources, 
including traditional monitoring data and 
data generated by emerging foundation 
models. Data classification and labeling 
facilitate subsequent query and analysis. 
Data association establishes relationships 
between different data sources, providing 
comprehensive data views and supporting 
in-depth analysis across models, systems, 
and applications. Data standardization 
defines unified data formats and standards 
to ensure seamless integration and 
analysis of data from different sources. 
This comprehensive model significantly 
improves application observability, helping 
enterprises use data more efficiently and 
optimize system performance.

2 Automatic Management of O&M 
Objects and Full Data Collection 
and Convergence

Automatic management uses automation 
tools and intel l igent platforms to 
automatically discover and manage O&M 
objects such as servers, applications, and 
services, ensuring that newly deployed 
resources are monitored automatically. 
Full data collection uses distributed 
technologies to ensure the integrity and 
accuracy of all key data, such as logs, 
metrics, and distributed tracing. Data 
convergence integrates data from different 
sources to form a single, unified view that 
enables cross-system data integration and 
analysis. It provides more comprehensive 
observability. These technologies enhance 
operations automation and intelligence, 
laying a solid foundation for efficient 
system management.
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3 Observability Basic Software 
Platform Construction

The platform provides high-availability 
and high-performance data processing 
and storage capabilities to support 
real-time processing and analysis of 
large-scale data. In a future-oriented 
observability system, a data lakehouse 
is a critical part of the observability 
platform. 

Data lakehouses combine the advantages 
of data lakes and data warehouses 
to provide a unified data storage and 

Data lakehouse: full-stack observability big data infrastructure
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management platform. The data lake 
supports the storage and processing 
of various types of raw data, while the 
data warehouse optimizes the query and 
analysis of structured data. By integrating 
the two, enterprises can store, manage, 
and analyze data on a single platform, 
improving data processing efficiency 
and flexibility. Data lakehouses use 
distributed and columnar storage systems 
to support efficient storage and query of 
massive data. Metadata management 
and data governance tools ensure 
data quality and consistency. The data 

lakehouse platform integrates big data 
processing frameworks and interactive 
query tools for batch processing, stream 
processing, analysis, and visualization of 
data. Its scalability and high availability 
ensure stable system operation through 
distributed architecture and multi-
copy storage, meeting increasing data 
demands. This technology has become 
a core of many modern observability 
platforms, making enterprise decision 
making efficient, so they can operate 
effectively in the big data era.
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4 Model Application Construction

Foundation model technology introduces a new dimension of intelligent analysis for observability. Leveraging big data platforms and 
machine learning frameworks, foundation models are optimized for anomaly detection, root cause analysis, and predictive analytics. 
These models automatically analyze logs, metrics, and trace data, identify abnormal patterns, locate root causes of faults, and provide 
optimization suggestions. Additionally, foundation models support multi-source data convergence and in-depth data mining, helping 
identify potential problems and optimization opportunities.

Foundation Model-based observability platform architecture
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5 Unif ied Operat ions System 
Construction

The construction of a unified operations 
system is crucial for ensuring efficient 
operat ions  and cross-department 
collaboration. The system includes four 
core capabilities: dashboard, metric 
systems, multidimensional analysis, and 
global topology.

 » Dashboard: Provides a centralized, 
visual interface for real-time monitoring 
of system health and performance, 

supporting user-defined views and 
dynamic interactive analysis.

 » Metr ic s ys tems:  Var ious sys tem 
performance and service metrics 
need to be defined, including key 
performance indicators (KPIs) and 
alarm thresholds, to measure system 
stability.

 » Mult idimensional analys is :  Data 
slicing, trend analysis, and root cause 
analysis are used to explore system 
behavior and performance changes.

 » Global topology: Relationships between 
system components and services are 
displayed visually. There are dynamic 
topology views, fault propagation path 
analysis, dependency management, and 
automatic topology updates.

This system provides a comprehensive 
opera t ions  per spec t i ve ,  ensur ing 
efficient and stable system operation for 
enterprises.
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In the context of digital transformation, 
enterprise application systems are 
becoming more complex, challenging 
traditional operations methods. By 
introducing the AIOps system, GTS 
and Tingyun have developed a future-
oriented observability solution. Advanced 
AI and automation technologies enhance 
operations efficiency, system stability, and 
reliability.

The AIOps system enables enterprises to 
respond quickly and accurately to system 
issues, reduce service interruptions, 
and optimize resource utilization. The 
application of large-scale data analysis 

Summary and Prospects

and machine learning models allows 
the AIOps system to automatically 
identify problems, optimize resource 
configuration, and operate efficiently 
in complex environments, delivering 
s i gn i f i c an t  ope ra t i ona l  va lue  to 
enterprises.

Looking ahead, the further development 
of foundation model technologies and 
AI will make AIOps more automated and 
proactive. The AIOps system will not just 
monitor and respond reactively. It will 
predict and prevent problems, enabling 
self-healing and self-optimization. 
With the emergence of technologies 

such as 5G, IoT, and edge computing, 
operations observability will expand to 
cover more scenarios and data sources, 
providing comprehensive, in-depth 
operational support for enterprises. 
Future operations systems will be more 
intelligent, automated, and adaptive, 
offering robust technical support for 
digital transformation and promoting 
continuous service innovation and 
development. In this process, Huawei 
GTS and Tingyun will continue to lead 
the industry, exploring and practicing 
advanced observability solutions, and 
helping enterprises achieve operational 
excellence and business growth.

6 AIOps System Construction

GTS and Tingyun focus on key modules 
such as exception detection, alarm 
convergence, causal relationship-based 
deterministic root cause analysis, fault 
management, and capacity management 
to build a more intelligent and efficient 
operations ecosystem. 

 » A n o m a l y  d e t e c t i o n  u s e s  
mult id imens ional  data analy s i s 
and machine learning models to 
i den t i f y  abno rma l  b ehav io r  i n 

real-time, automatically adjusting 
thresholds and triggering alarms.

 » Alarm convergence reduces alarm noise 
through aggregation, priority sorting, 
and intelligent association analysis, 
ensuring operations personnel focus on 
key issues.

 » Deterministic root cause analysis uses 
causal relationship models to match 
historical data, quickly locating root 
causes and providing real-time analysis.

 » Fault management includes automatic 
fault detection and rectif ication. 
The entire process is recorded and 
traced, promoting continuous system 
improvement.

Integrating these modules creates an 
intelligent and efficient operations 
system, significantly improving system 
reliability and response speed.

AIOps system architecture
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Three Steps of Cloud Service Overload Control
Author: Zheng Lei

There are many uncertainties involving cloud services. These uncertainties can arise from customer applications, public network 
requests, and system workloads. In this article, we focus on how to achieve high availability at the cloud service, microservice, 
and tenant levels to prevent service overload and minimize related impacts on tenant services.

Abstract

Overload control involves three crucial steps: detection, protection, and intervention. Essential capabilities need to be carefully planned 
and developed based on these steps. This article specifically emphasizes the practical aspects of overload awareness and overload 
intervention.

Time line

Overload objectives

Optimal response time Optimal protection time Optimal processing time

Fast detection

Overload 
detection

Overload 
intervention

Basic protection ensuring system availability

Overload protection

Intervention measures

System handling

1 - 5 min > 5 min< 1 min

Monitoring and alarm system War room intervention
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Symptom 1: A critical node becomes 
overloaded and is unable to handle all 
incoming requests. Typical example: 
Hackers initiate excessive queries to 
overwhelm network services and exhaust 
CPU resources, preventing other customers' 
requests from being processed. 

Symptom 2 :  Unintended resource 
occupation reduces service performance 
for all tenants or requests Typical example: 
When there are no QoS policies configured, 
requests from a single tenant cloud 
overwhelm the storage pool and use up xxx 
Gb/s of bandwidth. This can lead to delayed 
responses and affect all users. 

Symptom 3: Dependencies are over loaded. 
Typical example: Tens of thousands of 
VMs simultaneously request DNS services, 
exceeding the threshold of the security 
system. In such cases, the security system 
prevents the DNS from being overwhelmed 
by excessive requests.

Key Capabilities

Detecting overloads is crucial for effective control. It is important to detect overloads as early as possible, so we can promptly respond 
to related incidents and address the sources of overload. We have accelerated this process to where it only takes a few minutes.

Symptoms

Overload Detection

Integrated 
experience

Dynamic 
processing

Experience-
based

Alarms

Overload detection Source identification

Source identification

Recommended 
algorithms

Source sorting

Static thresholds Possible sources

Dynamic thresholds

Detecting Overload and Identifying 
Sources

Overload detection: We depend on 
the monitoring and alarm system to 
detect overloads. We mainly use two 
methods: setting thresholds and using 
recommended algorithms.

Source identification: We depend on the 
monitoring and alarm system to identify 
the sources of overload. We identify 
and sort sources of overload based on 
experience. We also use recommended 
algorithms to dynamically detect sources 
and identify associated objects.
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Capability Architecture

We have established a complete service 
monitoring system to track the health of 
service processes. This system enables us 
to accurately detect and quickly locate 
faults, identify overload in minutes, 
and pinpoint the sources of overload. It 
eliminates the need to manually filter 
data or switch between systems. Using 
workload data, we designed algorithms 
that can quickly detect overload and 
identify its sources.

Overload metrics Overload 
exceptions

SLI and model monitoring Dependencies
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Exception detector

I/O, latency, the number 
of requests
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The detector senses exceptions.

Algorithm 
recommendation

Non-root cause, 
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The detector senses exceptions.

Algorithm-based overload 
troubleshooting
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Overload intervention is based on service 
statuses. It involves several layers, 
including the access, capability, service, 
and data layers. If an overload is detected, 
the overload control service takes 
proactive measures to ensure service 
stability and limit the impact scope.

Key Capabilities:

Access Layer
Overload is controlled based on APIs, 
tenant levels, tenant names, URLs, and 
domain names.

Capability Layer
Multiple measures can be taken, including 
automatic scaling; throttling based 
on APIs, users, and domain names, 
downgrading services based on APIs, 
users, and domain names; circuit breakers 
based on APIs and users, and isolation of 
clusters, nodes, and microservices.

Service Layer
Dynamic over load control  can be 
conducted at the cluster, node, and 
service levels

Overload Intervention

Data Layer
 » We can centrally deliver traffic control 
policies to throttle requests based 
on their priority, latency levels, and 
workload levels.

 » We can also analyze overload control 
results, including the timeliness, false 
positives, and false negatives.

 » Logs and alarms allow us to detect 
overloads, analyze the timeliness of 
overload control, and evaluate the 
effectiveness of related measures.

To summarize our overload control 
approaches, we draw inspiration from the 
Dujiangyan Irrigation System. In ancient 
times, people who lived in Sichuan Basin 
were plagued by flooding for many 
years. Instead of building a dam, they 
established a system to redirect the water 
and control the flood while also allowing 
the water to flow through naturally. 
This system took advantage from the 
geographic condition that the land was 
high in the northwest and descended 
to the southwest and utilized the river's 
natural flow, specific topography at the 
outlet of the river, as well as the river's 
natural patterns and tributaries. The 
irrigation system consisted of a weir, a 
levee, and a channel bottleneck.

Summary

 » The Fish Mouth Levee divided the 
water in to inner and outer streams. 
It not only provided irrigation and 
drinking water during the dry season 
but also reduced the river flow, which 
reduced flooding during the rainy 
season.

 » The Flying Sand Weir was responsible 
for flood control. It allowed the natural 
swirling flow of the water to drain out 
excess water from the inner to outer 
streams. The swirl also drained out silt 
and sediment.

 » The Bottle-Neck Channel was a narrow 
gate that could also work to control 
excess water.

When developing or use cloud services, 
we  may  e xpe r i en ce  o ve r l oad  o r 
excessively long job queues caused 
by various factors, such as service 
promotions, public network storms, and 
large-scale attack or security scanning 
conducted by hackers. In this article, 
we described how overload detection 
and intervention can be used to analyze 
and address overload issues of cloud 
services and applications in an organized 
and systematic manner. We hope that 
these practices and capabilities can 
provide insights for overload control 
challenges in developing cloud services 
and applications. We also encourage 
more individuals to join in the sharing and 
discussion of overload control technical 
challenges, new technologies, and key 
capability evolution.

Typical architecture of overload control
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The National Data Administration, along 
with other government departments 
have issued the Guidelines on Deepening 
Smart City Development and Promoting 
All-Domain Digital Transformation 
of Cit ies.  These guidelines outl ine 
the  d i re c t i on  fo r  comprehens i ve 
digital transformation of cities and 
s e t  requ i remen t s  fo r  ke y  a rea s , 

Background

including infrastructure construction, 
digital economy cultivation, precise 
city governance, c ity environment 
optimization, and city security assurance. 
Government clouds are expected to go 
beyond enhancing service efficiency and 
innovating governance models. They 
must also prioritize security, reliability, 
resource efficiency, and service agility. 

In the Huawei Cloud Deterministic 
Operat ions Issue 4,  the SRE team 
shared methods for improving the 
observability, security, and capacity health 
of Government clouds. This issue will 
share the methods and best practices to 
optimize architectures and emergency 
switchover capabilities for Government 
clouds.

Architecture Design and Switchover Capability 
Improvement for Government Clouds
Service Security, Stability, and Quality Ensured
Author: Kang Zhen, Li Guoqiang, Liu Chunchun, Yin Gezhen

This article explores how Huawei's Deterministic Operations capability system can help government customers accelerate their 
digital transformation. It provides solutions for HA architecture, emergency drills, and cloud adoption practices to ensure the 
security, stability, and quality of services.

Abstract
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Government digital transformation has 
gone through the early stage of government 
informatization to the e-Government phase, 
and has now arrived at the cloud-based 
digital government stage. More government 
services, including operations, social 
services, social governance, and economic 
development, are being moved to the cloud. 
Government clouds benefit from the value 
of data but also face increased threats and 
attacks. In recent years, there have been 
many incidents worldwide, such as critical 
system shutdowns, cloud hacks leading 
to data loss, and failures causing websites 
to crash. This poses great challenges to 
the continuity and security of government 
cloud services. So let’s look at some of 
the challenges involved in constructing 
government clouds.

First, government clouds often prioritize the 
construction of cloud infrastructure over 
operations. This means that they may lack 
the necessary systems for ensuring platform 
stability, reliability, and security compliance. 
Additionally, emerging technologies like 
AI are not effectively integrated with 
operations and maintenance (O&M), and 
traditional O&M methods are no longer 
sufficient for maintaining service stability in 
digitalized scenarios. The shortcomings of 
traditional O&M, such as weak availability 
management, reactive responses, complex 

Challenges

processes, a lack of fault management 
capabilities, and misalignment between 
O&M tools and service requirements, are 
all impeding the progress of government 
digitalization.

Second, Government clouds emphasize 
development over resilience. As the 
digitalization of government clouds 
advances, their cloud systems become more 
complex. Moreover, there are increased data 
silos and rollbacks during version upgrades. 
Enhancing the abilities to prevent system 
faults and quickly recover services has 
become critical.

To address these challenges, a government 
cloud SRE team took advantage of 
Deterministic Operations capability system 
and solutions. They adopted various cloud 
practices to improve system availability, 
optimize architectures, and quickly identify 
system threats. This helped government 
customers improve their O&M systems, 
increase O&M efficiency, and ultimately 
achieve digital transformation.

Designing Architectures to Improve 
Reliability

We analyzed service, application, and 
technical architectures with a focus on 
establishing HA capabilities to identify 
risks in architectures and service systems 

and provide optimization suggestions for 
different service scenarios.

 » Application architecture optimization: 
We ana ly zed  pe r fo rmance  and 
scalability issues of each service module 
and subsystems. We then offered 
optimization solutions that addressed 
various scenarios such as separating 
dynamic and static content, distributing 
traff ic, isolating and decoupling, 
throttling traffic, and downgrading.

 » Data optimization: After analyzing the 
volume of service requests and the 
direction of data flow, we offered cache 
and database solutions to speed up data 
access.

 » D e p lo y m e n t  o p t im i z a t i o n :  We 
eliminated single points of failure 
(SPOFs) and enabled data backup. 
Additionally, we invested the best 
pos s ib le  re source s  to  he lp  our 
government customers reconstruct 
architectures and improve service 
stability and availability.

Let's use a government website as an 
example to illustrate how we analyze, 
op t im ize ,  and  de r i ve  va lue  f rom 
architectures. This covers the access, 
application, and data storage layers.

No.
Architecture 

Layer
Scenario Benefit

1

Access layer

Browser cache Performance: improved website access 
speed

2
Separation 
of static and 
dynamic content

Performance: faster page loading

3 CDN cache Performance: reduced access latency and 
less pressure on source servers

4 Traffic 
distribution

Scalability: auto scaling enabled for better 
system processing

5 Traffic throttling Performance: systems protected from 
excessive requests

6 Proxy cache Performance: faster access and less 
pressure on source servers

7
Application 

layer

Isolation
Scalability and high availability: modular 
and component-based services, faults 
isolated to only individual services

8 Traffic throttling Performance: systems protected from 
excessive requests

9

Data storage 
layer

Downgrade High availability: improved availability of 
key services

10 Cache (Redis) Performance: reduced database load and 
increased throughput

11 Database Performance: Improved Read and Write 
speed

12 HA deployment High availability: improved availability of 
key nodes

Node 1
Node 2CCE

ECS Node 1
Node 2

Region1

User access

CDN

APP

Browser

Browser cache

Separation of static 
and dynamic content

CDN cache

EIP

Elb/Nginx

Traffic
distribution Traffic throttling 

(number of request)
Cache (proxy)

Module 1

Node 1
Node 2

CCE

ECS Node 1
Node 2

Access layer

Application 
layer

Data 
storage 
layer

CSS

Manual 
channel

Redis

Traffic throttling

Traffic throttling (number 
of connections)

RDS node 
(primary)

RDS node 
(standby)

Database 
optimization

HA deployment

Cache (databases)

Downgrade
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The overall service analysis and 
optimization consists of three steps:

 » Data collection: Collecting data is 
crucial for analyzing and optimizing 
architectures. The data collected includes 
key requirements and issues related to 
migrating to or using the cloud. This 
helped us identify service architecture 
risks. We also collect information about 
the communications matrix, incident 
prioritizing criteria, cloud resources, and 
cloud architectures.

 » E2E analysis: To identify risks in the 
access, application, and storage layers, 
we analyzed service call chains and 

examined the key problems involved. 
Additionally, we modularized service 
architectures to analyze various aspects 
such as functions, key SLIs, peak hours, 
traffic changes (sudden spikes or drops), 
closely related modules, and incident 
prioritization for each module.

 » Architecture optimization: We analyzed 
live network metrics and key SLIs, 
pinpointed fault domains and risks in 
architectures, identified improvement 
scenarios, and then determined and 
implemented optimization measures. 
These measures addressed various 
scenarios, including separating dynamic 

and static content, distributing traffic, 
isolating resources, throttling traffic, 
downgrading ser v ices ,  cach ing , 
improving databases, and enhancing 
availability.

Improving Emergency Drill 
Capabilities

To improve emergency drill capabilities 
of government clouds, we applied chaos 
engineering principles. We also drew from 
the practical experience of the Huawei 
Cloud SRE team, specifically their expertise 
in emergency drills. By simulating real-
world environments across multiple 

Data Collection E2E Analysis Architecture Optimization

Collecting data is crucial for analyzing and 
optimizing architectures.

By analyzing service call chains and key 
problems, we identified risks in the access, 
application, and storage layers.

Based on the results, we introduced 
optimizations for relevant scenarios. 
These measures include separating 
dynamic and static content, distributing 
traffic, isolating resources, throttling 
traffic, downgrading services, caching, 
optimizing databases, and improving the 
overall availability.

001
Analyze key issues and 
requirements.

002
Provide information 
about cloud architectures, 
incident prioritization, 
communication matrix, and 
cloud resources.

004
Architecture analysis:  
Confirm the functions, 
relationships, and SLIs 
of key service modules.

003
Architecture analysis: 
Modularize services 
based on resource 
information.

006
Confirm the 
service flow 
and the SLIs 
of key nodes.

007
Identify fault 
domains and 
risks.

008
Confirm the 
risks.

009
Provide 
suggestions 
to optimize 
architectures.

010
Confirm the 
optimization 
suggestions.

Huawei

Customer

005
Application 
and technical 
architecture 
analysis: Analyze 
the service flow, 
HA deployment, 
and monitoring 
of key service 
modules across 
different layers, 
and analyze 
the SLIs of key 
nodes.

011
Implement 
architecture 
optimization.



56

Service Improvement

domains, we offered various drill scenarios 
and emergency plans. Our ultimate goal 
was to help government customers gain 
confidence in their cloud service systems.

Expected Benefits
 » We can identify places where we 
can improve the co l laborat ion , 
communication, and O&M skills of the 
O&M personnel.

 » We can identify issues in the emergency 
plan, ensure the emergency plans are 
practical, and confirm the readiness.

 » We improve confidence in the system's 
ability to handle unpredictable and 
challenging conditions in the production 
environment.

 » We can verify the effectiveness of the 
cloud service HA solutions, including 
redundancy design, data protection, and 
DR measures.

Drill Solution

Drill Planning

After analyzing customer requirements, 
the SRE cloud adoption capability center 
for government clouds designed a drill 
plan. We then formed an emergency drill 
team compromising Huawei frontline 
account managers and O&M engineers 
and members of the government cloud 
SRE team. This team was responsible 
for communicating with customers and 
discussing solutions with them.

Preparation

Conducting fault drills is crucial for key 
service scenarios, such as cloud migration, 
service promotion, version update, and key 
events. These drills can help identify risks 
in key services, provide suggestions for 
optimizing them, and ultimately enhance 
the system’s ability to withstand faults.
 » Designing the drill plan: The Huawei 
g o v e r n m e n t  c l o u d  S R E  t e a m 

collaborated with the customer's drill 
team to determine the scope, scenarios, 
and schedule for the drill.

 » Designing the dr i l l  solut ion and 
emergency plan: The government cloud 
SRE team determined the drill objectives 
for each scenario. The cloud adoption 
optimization center produced a draft 
drill solution, monitoring solution, and 
emergency plan. The Huawei drill team 
reviewed the solutions and plan and 
submitted them to the customer for 
review. Once approved, they would serve 
as the final drill solutions and emergency 
plan.

Implementation
 » Before the drill, the government cloud 
SRE team confirmed that all necessary 
preparations were completed to ensure a 
smooth drill.

 » The customer initiated the drill, and the 
SRE engineers collaborated with them to 
conduct the drill following the solutions.

 » The government cloud SRE team and 
the customer recorded the time and 
outcomes of each step, while also 
promptly verifying the accuracy of 
alarms.

Review and Summary

The government cloud SRE team and the 
customer reviewed the drill records to 
determine if expected objectives were met, 
and the customer reviewed the drill results.

The SRE team summarized the drill process 
and results and generated a drill summary 
report summarizing the following aspects of 
the drill.
 » Were HA solutions or configurations 
effective? If not, why, and how could they 
be improved?

 » Were RPO and RTO requirements met? 
If not, why, and how cloud related 
solutions be improved?

 » Was the emergency plan effective, and 
are there areas for improvement?

Digital transformation is an ongoing 
journey without a definitive end. Likewise, 
there is no limit to enhancing the security 
and resilience of digitalized cities. The 
digital era is already here. Government 
clouds are essential for the digitalization 
of cities. It is crucial to maintain stable, 
reliable, secure, and efficient government 
clouds to ensure the continuous and 
stable development of cit ies. After 
almost a decade of dedicated effort, 
the government cloud SRE team has 

Summary

consistently enhanced their capabilities. 
They have gained valuable experience 
in optimizing system architectures and 
enhancing cloud adoption. They have 
helped numerous government customers 
develop secure, stable, high-quality 
services, ultimately leading to successful 
digital transformation. Furthermore, the 
government cloud SRE team has added 
their capabilities in the course of over 
800 successful government cloud projects, 
offering a range of professional service 

products and solutions. These services 
encompass consulting and planning, 
cloud migration and implementation, 
O&M and management, as well as 
optimization and enhancement. The 
team plays a vital role in building resilient 
and secure cities. They work tirelessly to 
protect digital cities around the clock, 
actively contributing to the government's 
digital transformation efforts and paving 
the way for a brighter digital future.

SRE 
development
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Monitoring 
center

CRE

Technical development for fault injection

Notification, collaboration, observation

Failure mode analysis teams
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Huawei Cloud is developing rapidly, and enterprises are advancing their cloud journey. However, when designing cloud system 
architectures, customers encounter various challenges, including issues with system availability, limited monitoring capabilities, slow 
fault recovery, and risks associated with service operations. To address challenges, such as unknown infrastructure and software, 
overload, and other exceptions, the Huawei Cloud CRE team has developed key technologies to enhance the resilience of service 
architectures. These technologies include implementing HA architectures, auto scaling, managing overload, E2E fault escape, 
minimizing blast radii. They can effectively satisfy SLAs and ensure stable, reliable cloud migration and adoption.

Enhancing Architecture Resilience For Stable, 
Reliable Cloud Migration and Adoption
By Jin Biao

In this article, we will explore how the customer reliability engineering (CRE) team helps customers satisfy SLAs, address risks, 
and ensure service stability through a range of measures. These measures involve deploying HA architectures, elastic scaling, 
managing overload, safeguarding services from faults, and minimizing blast radii.

Abstract
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Controlling cloud costs is crucial for tenants 
using public cloud services. When it comes 
to system redundancy, it is essential to 
carefully manage capacity to avoid excessive 
idle resources. In the event of a major fault 
at the AZ level, performing a switchover on 
active-active clusters could lead to capacity 
or performance issues. This is where auto 
scaling comes into play.

Auto scaling dynamically increases 
or decreases instances in response to 
service loads and the policies configured 
to opt imize cloud resource usage, 
performance, and costs.

Capacity can be scaled automatically or 
manually. Automatic scaling involves setting 
up rules in advance. When these rules 
are met, the defined scaling policies are 
automatically triggered. Manual scaling 
requires you to manually add or remove 
instances through certain user interfaces.

Auto scaling supports alarm-based, 
scheduled, and periodic policies.

During different stages of development, 
tenants  may i terate  the i r  serv ice 
arch i tectures  based on costs  and 
environmental factors. There are three 
key metrics of architecture availability: 
the blast radius, the recovery time, 
and the maximum tolerable data loss. 
Different levels of reliability come with 
different costs. Public cloud customers 
should implement HA architectures that 
align with their service development. 
Tenant architectures typically follow 
a certain evolutionary path: single-AZ 
cluster → cross-AZ architecture → cross-
AZ, dual-cluster architecture → cross-AZ 
active-active architecture → multi-region 
multi-active deployment.

High availability (HA) architectures 
can effectively mitigate hardware and 
software faults, ensuring a service 
availability of 99.99%. The most popular 
HA architectures on Huawei Cloud are 
cross-AZ, followed by cross-AZ, dual-
cluster, cross-AZ active-active, and multi-
region multi-active.

Auto Scaling

HA Architecture Deployment

 » Alarm-based policies enable real-time 
scaling by configuring alarm rules for 
resources, such as CPU, memory, disks, 
and network resources. They are suitable 
for services with irregular load changes.

 » Scheduled policies be precise down to 
the second. They are ideal for services 
that have regular daily peaks or troughs, 
or experience sudden load changes at 
specific scheduled times.

 » Periodic policies can be daily, weekly, or 
monthly. They are designed for services 
that experience regular, prolonged peaks 
or troughs.

There are two types of auto scaling: vertical 
and horizontal. Vertical scaling involves 
upgrading or downgrading specifications, 
while horizontal scaling involves increasing 
or decreasing the number of nodes.

Auto scaling can be applied to various 
objects such as EIP bandwidth, ELB backend 
nodes, CCE workload, ECSs, and nodes in 
advanced service clusters.

Elastic scheduling is achieved through 
several capabilities. These capabilities 
include scheduling control and rule 
orchestration; metric collection using 
Application Operations Management 
(AOM) ,  App l i ca t ion  Per formance 
Management (APM), and Cloud Eye; and 
elastic scheduling based on capacity and 
performance evaluation.

Container Auto Scaling Practices

Monitoring: We monitor CPU usage, 
memory usage, custom metrics, timer 
triggers, and AI triggers.

Calculation: We set thresholds for each 
scaling condition, such as a period during 
which a threshold needs to be consistently 
hit. For example, we trigger scale-out when 
the CPU usage reaches 80% or memory 
usage reaches 85%, and scale-in when both 
CPU and memory usage decrease to 50%.

Decis ion making:  We control  step 

1 2 3

4 5
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adjustments, how many nodes or pods to be 
removed or added at one time.

Execution: Auto scaling needs to be 
implemented gracefully to minimize 
impacts on services.

Example of Container Auto Scaling 
under Faults

Imagine a tenant deployed two Cloud 
Container Engine (CCE) clusters, one in AZ 
1 and one in AZ 2. And there is a scheduling 
system working at the network layer to 
evenly distribute traffic between the two 
clusters.  At one point, the node 4 and node 
5 in AZ 1 become faulty. The traffic was 
then redirected to the pods of the remaining 
normal nodes, but this created an excessive 
load on those pods. To balance the load, 
the team decided to add two more nodes. 
However, the attempt to scale out in AZ 1 
failed for some reason, so the two nodes 
were added to AZ 2 instead. Unfortunately, 
this did not effectively decrease the load on 
each pod, so two more nodes were added 
to AZ 2 after the failed scale-out in AZ 1. 
As a result of two consecutive scale-outs, 
the service traffic was distributed in a ratio 
of 3:7 between the two availability zones, 
controlled by the upper-layer scheduling 
system. This example demonstrates how 
auto scaling makes it easier to automatically 
redirect traffic between different AZs when 
there are faulty nodes.

Other Scaling Capabilities

Node Scaling

Auto scaling creates new VMs during scale-
out, which can take a few minutes. AS is 
ideal for services that have regular daily 
peaks and troughs in demand.

 » Alarm-based scaling works in real-time 
based on alarms you can configure for 
resources, such as CPU, memory, disks, 
and network.

 » Scheduled scaling is precise down to the 
second.

 » Periodic scaling can be configured on a 
daily, weekly, or monthly basis.

 » Horizontal Pod Autoscaling (HPA) 
enables horizontal pod scaling for Cloud 
Container Engine (CCE). 

 Public Network Bandwidth Scaling

Bandwidth auto scaling is implemented 
based on Elastic IPs (EIPs). We can also 
associate elastic load balancers with EIPs 
to balance workloads. In addition, we can 
modify EIP bandwidth specifications on 
Huawei Cloud whenever needed.

 Scaling for Elastic Load Balance (ELB) 

We can modify the specifications of elastic 
load balancers.

Scaling for Distributed Cache Service (DCS)

Replica scaling can be implemented on 
active/standby, cluster, and read/write 
splitting instances.

Shard scaling is supported by both Proxy 
Cluster instances and Cluster instances.

Scaling for Distributed Message Service for 
Kafka

 » Broker instances can be scaled out, but 
not scaled in.

 » The storage space of Broker nodes can 
be scaled up, instead of being scaled 
down.

 » Service specifications can be upgraded or 
downgraded.

Scaling for Relational Database Service 
(RDS)

 » RDS supports primary/secondary 
deployment and read/write splitting. 
Read replicas can be scaled in or out.

 » We can adjust the specifications of 
database instances, such as upgrading or 
downgrading CPUs, memory, and disks.

 » Storage autoscaling is also supported.
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Benefits

 » Detection: Our monitoring system 
provides information about system 
overload and reports alarms to help 
identify overload sources.

 » Traffic control: Services are allowed to 
reject traffic if performance thresholds 
are surpassed to prevent service 
breakdowns. It is important to block 
excessive traffic when systems are 
already overloaded and unable to 
process more demand

 » Intervention: We can monitor traffic 
at different levels, including tenant, 
function, resource pool, and cluster 

Performance Protection

levels. In case of excessive or sudden 
changes in traffic, we can manually or 
automatically control the traffic.

 » Self-healing: After the traffic returns to 
a normal level, service functions can 
quickly and automatically recover.

Key Technologies

 » Load shedding refers to controlling 
how much load a system needs to 
process at a given time frame. The 
goal is to keep an overloaded system 
operational. This means when the 
load in a system reaches a certain 

threshold, excessive requests are 
re jec ted .  Load shedding can be 
implemented on the client or server 
end.

 » Graceful degradation ensures that the 
core services remain functional even if 
secondary features perform poorly.

 » Circuit breakers interrupt traffic flows 
to restore services. If a dependent 
component malfunctions, a circuit 
breaker iso lates the component 
to prevent any related faults from 
spreading. Overload circuit breakers 
are more commonly used.

Load shedding, graceful degradation, 
and circuit breakers are critical in all fault 
scenarios. These measures allow us to 
implement a recovery plan without having 
to locate faults. They can help us reduce 
the time to recovery and satisfying SLAs. In 
addition, we have enabled comprehensive 
fault tolerance for baseline scenarios. We 
also closely monitor faults on each service 
flow to prevent them from affecting the 
entire service chain and causing service 
breakdowns.

The following capabilities are required for 
comprehensive fault tolerance:

 » Responding to emergencies: Emergency 
capabilities can be established through 
simulating faults. By imagining faults for 
every service module, we can proactively 

Fault Tolerance and Blast Radius Control

create and execute emergency plans to 
practice addressing faults, rather than 
simply reacting to them when they 
occur.

 » Minimizing blast radii: To reduce the 
impact of failures, it is essential to 
divide an application into separate 
component s ,  con s i de r ing  bo th 
per formance and fault isolat ion 
principles.

 » Resolving faults: To minimize downtime, 
it is important to rely less on the 
expertise and skills of O&M personnel 
and instead develop proactive measures 
for handling faults.

 » Recovering services: We must be able to 
use three key measures of fault recovery: 

load shedding, graceful degradation, 
and circuit breakers. We also need to 
continuously improve emergency plans 
to enable fast service recovery.

 » Des ign ing emergenc y p lans :  To 
effectively handle emergencies, we have 
to design response processes that align 
with service requirements and establish 
a collaborative team. Additionally, we 
need to establish an intelligent platform 
to facilitate emergency handling.

 » Developing prevention measures: To 
effectively prevent faults, we need to 
focus on improving visual monitoring, 
optimizing traffic control strategies, 
and validating the effectiveness of 
emergency drills.

The CRE team has developed key 
technologies for enhancing architecture 
resilience. They employ best practices 
and effective methodologies to help 
customers design HA architectures that 
meet requirements of various service 

Summary

scenarios. They specialize in designing 
HA architectures, precisely managing 
capacity to minimize costs, and ensuring 
best possible service performance. 
They also employ three key measures 

to recover services, design predicative 
solutions to control risks, and help satisfy 
SLAs. They are dedicated to ensuring 
secure, reliable cloud migration and 
adoption. 
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Key Operations Events in 2024
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Spain

Mobile World Congress 
2024

Hangzhou

2nd Service Resilience 
Engineering (SRE) Forum 

Online Activity

Stable Ultra-large Clusters 
for Intelligent Computing 

Salon by CAICT

Beijing

Standard Setting Seminar 
based on Digital Government 
Unified O&M Part 1: O&M 

Platform Construction Guide

Beijing

Kick-off meeting by 
Computing Power Research 
Team, National Intelligent 
Computing Standardization 

Working Team

Mexico

Huawei Cloud
Internet Innovation Summit

Shenzhen

Quality & Efficiency 
Conference 

Chongqing

Chongqing Automobile 
Industry Technology Salon

Guangzhou

Deterministic Operations 
Training

March 20 March 29

May 15May 21May 23

February 27

May 24 May 25 May 30
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In 2024, the Deterministic Operations Elite Club held several salons where industry experts came 
together to discuss the innovative application of AI technologies. We also explored ideas and 
practices inspired by Huawei Cloud Deterministic Operations practices. Through the Deterministic 
Operations system and solutions, we encourage service innovation on the cloud and facilitate 
operations transformation for enterprises. Our goal is to help enterprises better manage the cloud 
and safeguard stable, sustainable development.
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Dongguan

Huawei Cloud
Energy Industry Idea Sharing

Hong Kong

Huawei Cloud Summit 

Sichuan

Huawei Cloud
President Class for 

Enterprise Development

Dongguan

Deterministic Operations Forum, 
Huawei Developer Conference

Guangzhou

Huawei Cloud
President Class for 

Enterprise Development

Karamay

Huawei Cloud
City Summit

Nanjing

Enterprise Operations
Stability governance 

Workshop

Beijing 

QCon Software Conference 

Tianjin 

Deterministic Operations Open 
Class at Nankai University

Brazil

Huawei Cloud
FinTech Summit

April 13

April 23April 26 April 23

April 15 Apr 16

June 22 June 26 August 15 August 23
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Automobile Industry Technology Salon in Chongqing Deterministic Operations Open Class at Nankai University

We offer a range of measures to meet the requirements and address pain 
points of the automotive sector. These measures include HA architecture 
design, observability diagnosis, enhancing capabilities for emergency 
recovery, traffic control, and capacity management to safeguard Internet 
of Vehicles (IoV) services. We also provide experience and technologies on 
establishing Deterministic Operations platforms and transforming from 
the traditional maintenance to IT platform-based operations.

 
    

In the Deterministic Operations open class at Nankai University, we 
delved into how to establish O&M systems and capabilities. We explored 
advanced technologies of intelligent O&M, discussed how to cultivate 
skilled SRE personnel, and shared a goal of cultivating talent with 
universities.

- "Establishing Deterministic Operations System and 
Capabilities" by Li Kaiguang, Huawei Cloud SRE intelligent 
O&M architect, on April 15, in Tianjing

QCon Software Development Conference 2024 in Beijing Huawei Cloud President Class in Sichuan

We share case studies where AI generated content (AIGC) was used in the 
O&M domain. We also draw from practical experience with Deterministic 
Operations and large language models (LLMs) to promote a multi-agent 
collaboration O&M solution. We want to inspire ideas and exploration of 
intelligent O&M in the era of foundation models.

- "LLM and Multi-Agent Collaboration for the O&M Domain" 
by Zhang Xi, Huawei Cloud SRE AI enablement expert, on April, 
13 in Beijing

Deterministic Operations integrates capabilities of foundation models 
to comprehensively ensure high-quality development of enterprises 
with a one-stop dedicated cloud O&M management system. We offer 
observability solutions to help quickly troubleshoot problems. Our goal 
is to enable various industries to better manage the cloud and accelerate 
digital transformation.

- "Practical Experience Ensuring Secure, Stable, High-quality 
Services" by Li Wei, Huawei Cloud professional service expert, 
on April 23 in Chengdu
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Release of Deterministic 
Operations white paper

The Deterministic Operations system combines Huawei Cloud's expertise 
with O&M hands-on experience. By using predictive recovery and 
verification, we successfully transformed the O&M team from a cost-
focused department to one focused on. This transformation has enabled a 
transformation from firefighters reacting to emergencies as they happen 
to proactive strategists, ensuring the secure, stable, and high-quality 
development of cloud services.

- "Achieve Higher Availability with Deterministic Operations" 
by Lin Huading, Director of Huawei Cloud O&M Enablement 
Center, on April 26, in Dongguan

This forum attracted hundreds of developers from around the world. 
We discussed how digital transformation reshapes productivity and why 
Deterministic Operations was important to digital transformation. We 
also explored how AI capabilities can be used to drive the transformation. 
We would like to express our gratitude to the experts from academia and 
enterprises. They shared the latest achievements and methods in the O&M 
field that we have integrated into Deterministic Operations White Paper – 
Stability and Reliability 2.0. We are committed to collaborating with every 
industry to foster continuous innovation.

- Deterministic Operations Forum, Huawei Developer 
Conference 2024, on June 22 in Dongguan

President Class in Guangzhou

Huawei Cloud works with customers to innovate using AI technologies. We 
leverage AI native engines to drive innovation in Deterministic Operations. 
By deeply integrating AI technologies into O&M, we provide enterprises 
with a new and efficient O&M system that caters to the diverse needs of 
different industries. We are dedicated to helping our customers accelerate 
intelligent O&M decision-making and digital transformation.

- President Class for Enterprise Development on June 26, in 
Guangzhou 

Deterministic Operations Training

Huawei Cloud Deterministic Operations offers a security compliance 
framework to ensure the stability, data security, quality, reliability, and 
operational trustworthiness of our services. This framework helps us 
comply with local laws and regulations, making data processing more 
secure and facilitating service expansion across borders. In addition, 
Deterministic Operations provides hands-on experience and application 
hosting services to help improve application reliability, helping services 
going global in a secure, efficient manner.

- "Compliance and Reliability Practices of Chinese Companies 
Going Global" by He Yuan, Huawei Cloud SRE Senior Expert, on 
May 30 in Guanzhou

Deterministic Operations forum
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Huawei Cloud City Summit in Karamay O&M stability workshop

We acquired hands-on experience and make some impressive 
achievements ensuring cloud security and stability for Karamay. Our 
Deterministic Operations capability system and solutions, combined with 
a stronger focus on prevention, as well as various measures, including 
both proactive prevention and effective recovery help ensure secure, stable 
digitalization of Karamay.

- "Deterministic Operations and Security Services Ensure 
Security and Stability for Karamay" by Kang Zhen, Huawei 
government cloud O&M director, on August 15, in Karamay

To help customers address challenges caused by fast service growing in 
various scenarios, such as smart stores and service going global, we offer 
methods that have been proven by a wealth of Deterministic Operations 
hands-on experience to improve fault management capabilities. These 
methods include identifying failure modes, establishing fast recovery 
capabilities, and effective verification. They can help customers improve 
system resilience and fault management capabilities.

- "Fault Management Practices" by Wang Hong, Huawei Cloud 
Deterministic Operations fault management expert, on August 
23 in Nanjing
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Highlight Moments

Tong Lin, Huawei Cloud SRE 
senior expert, at Huawei Cloud 

Summit in Hong Kong

Zheng Lei, Huawei Cloud Application 
Service SRE Director, at the kick-off 

meeting by Computing Power Research 
Team, National Intelligent Computing 

Standardization Working Team in Beijing

Liu Tao, Huawei Cloud SRE senior 
architect, at the second Service Resilience 

Engineering (SRE) Forum in Hangzhou

Li Guo, Huawei Cloud SRE expert, at 
Mobile World Congress 2024

Wang Zhangyu, Director of Huawei 
Cloud Latin America SRE, at FinTech 

Summit in Brazil

Wang Hong, Huawei Cloud 
Deterministic Operations fault 

management expert, at the O&M 
stability workshop

Quality & Efficiency Conference in 
Shenzhen

Wang Yongheng, Huawei Cloud AI 
native engine architect, at O&M stability 

workshop
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